ON THE MISSING LOG FACTOR
0. RAMARE

ABSTRACT. This paper is the detailled written account of a talk with the
same title given during the conference. Its guiding line is the elementarily
proven bound | _. u(n)/n| < 1. The trivial bound for the implied
summation is logx + O(1), while the Prime Number Theorem tells us
that it is o(1). Our starting estimate thus lies in-between, a fact that we
explore under different lights.

1. INTRODUCTION

The Moebius function has attracted lots of attention in the last few years.
As is classical in Analytic Number Theory, we are trying to estimate sums
of the shape > _ u(n)g(x,n) for various and usually regular functions
g(z,n).

There are essentially three definition of the Moebius function:

e It is the multiplicative fonction with p(p) = —1 and u(p*) = 0
(k > 2),

e It is the convolution inverse of 1,

e It appears as the coefficients of the Dirichlet series of 1/((s).

All three are of course linked!, but this list enables a rough and empirical
classification of proofs. In this talk, we concentrate on the second definition,
and we shall often add an explicit angle to our looking glass. We will in
particular see that this combinatorial definition leads to functional analysis
problems.

2. MEISSEL & GRAM

Let us start our journey by an identity due the german mathematician
Ernst Meissel® in 1854 which is equation (6) of [26]. Thanks to the Di-
giZeitschriften project hosted by the university of Gottingen, we can have
access to this text online, though some knowledge of latin is required. The
classical reference book [9] on history of numbers of L.E. Dickson may serve
as a first guide, and for instance, the paper [26] is mentionned in Chap-
ter XIX of this series of three books. In modern notation, the identity in

2010 Mathematics Subject Classification. 11MO06, 11N56, 11N80.
Key words and phrases. Moebius function.
1f only by the fact that they define the same function!
2His full name is Daniel Friedrich Ernst Meissel. This student of Carl Gustav Jacob
Jacobi and Johann Peter Gustav Lejeune Dirichlet is born in 1826 and passed away in
1895. His full biography can be found in [31].
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2 0. RAMARE

question reads

(2.1) Z,u Jx/n) =1

n<x

where [y] denotes the integer part of the real number y, while {y} denotes
its fractional part. This is established by noticing that [y] = 3,_, ., 1 when
y is non-negative and on using the property that )  _, u(n) = 1,_;. Now
let us replace [y] by y — {y} in the above; we get

(2.2) Z,u(n){x/n} = —1+x2@

n<lx n<lx
We stop to emphasize three surprising aspects of this equation:

(1) Error term treatment: On the left-hand side, the summand p(n)
is contaminated by the error term {z/n} while the contamination
disappears on the right-hand side! The Prime Number Theorem thus
implies that the left-hand side is indeed o(z).

(2) Identity: We have used an identity, and the question arises is natu-
rally to know whether it is an accident or a feature.

(3) Log-factor: When we bound |u(n)| and {z/n} by 1, we see that the
trivial bound for the left-hand side is z, while the trivial bound for
the right-hand side is ... O(xlogz)! As a consequence, the danish
mathematician Jorgen Pedersen Gram showed in [16, p 196-197]*
that

(2.3) > umy/n| <1

n<x

for every positive x. It is of course a consequence of the Prime Num-
ber Theorem that this sum goes to zero, but this partial result is
striking.

The identity angle leads to more curious identities. Here is another one ob-

tained much later by the canadian mathematician Robert Allister MacLeod
in [25]:

YR LI ST NPT

n<z n<x n<x

In fact, MacLeod exhibits a full family of similar identities, all valid for any
x > 1. Yet again, the reader can see that the left-hand side is contaminated
by an “error term”-like function, while this contamination is absent from
the right-hand side.

3This reference has been kindly provided to us by M. Balazard. The reader is refered
to the MacTutor archive maintained by the University of Saint Andrew, in Scotland for
the biography of J.-P. Gram. We just mention here that Meissel travelled to Denmark
in 1885 to meet the 23 years old Gram who had just won the Gold Medal of the Royal
Danish Academy of Sciences for the memoir we refer to. The inequality we extract from
this memoir is not its main matter but rather a pleasant sidedish.
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I am showing you this identity to insist on the strange aspect these
relations may take. Are these identities just curiosities or is a better under-
standing possible? Can we give some order to these facts?

3. GENERALIZING MEISSEL’S PROOF, I

While trying to shed some light on Meissel’s identity I devised the next
theorem that shows that, under rather general conditions, we always save a
log factor. More refined version are possible, but this simplistic one captures
the main power of Gram’s statement. We first need two general lemmas.

Lemma 3.1. When @Q > 0, we have
> vPlogp < 30Q,
pv<Q

the sum being over every prime powers p*.

Proof. We first use GP/Pari [30] to establish the claimed inequality when
Q is below 10°. Then we express our sum, say S, in the following manner:

2
S=3 logp+ 3 (02— Dlogp < (@) + 3 (lfggf) log Q

p’<Q P’ <Q p<V@

1 3
< Q)+ (V)T

with the usual Tchebyshev function ¢ and 7. We recall that ¢(x) < 1.04z
for every z > 0 by [41, (3.35)] and that 7(Q) < 1.26x/logz by [41, (3.6)].
A numerical application ends the proof of the lemma. O

The next lemma follows the path initiated by Levin & Fainleib in [24],
and trodden by several authors, like in [18].

Lemma 3.2. Let h be a non-negative multiplicative function for which there
exists a parameter H such that ‘h(p”)| < Hv for every prime power p”.

Then we have
3H=x h(n)
< _—

n<x n<x

Proof. We start by

Z h(n)logx = Z h(n)logn + Z h(n)log %

n<x n<lx n<lx
h(n)
< h(n)logn+z ) ——.

Concerning the sum with h(n)logn, we write

logn = Z log (p”)

p¥|n
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where the summation ranges over every prime power p” dividing n and such
that p**! does not divides n. In other words, v is the proper power of p that
divides n. We infer from this identity that:

Zh( logn = Zlog Z h(n Zlog Yh(p") Z h(n)

n<z p¥ <z p”HnSx p¥ <z n<z/p¥,

(n,p)=1
<H Z Vlog Z h(n

p¥<z n<z/p"

< HZh(n) Z vlog(p”).

n<z pr<z/n
To conclude, we employ Lemma 3.1 above. Il

Theorem 3.3. Let K be some real parameter and let g be a multiplicative
function such that |g(p”)‘ < K for every prime power p*. Then we have

Zg(:) <logleg |+!11*g)( )l

n<x n<x

On taking g = u, and K = 1, we recover the fact that the partial sum
> n<g i(n)/n is bounded.

Proof. We consider the sum S = > _ (1xg)(n) which we write in the form

5= 3 gtmle/m) =2 3 I S gm) fa/m).

We deduce from the above that

Zg

n<x

Z(!ngﬂ*gD( )-

n<x

We next notice that both functions |g| and |1 % g| are multiplicative and
non-negative. Furthermore { g(p”)‘ < K < Kv by hypothesis, while the
reader will readily check that |(]1 *g)(p”)| < K(v+1) < 2Kv. We are
thus in a position to apply Lemma 3.2 twice, namely to the two multiplica-
tive functions |g| and |1 * g|. Concluding the proof of the theorem is then
straightforward. O

An intriguing example. Seeing the appearance of |g| and |1 xg|, one may
want to balance the effect of both factors; this almost happens when one
selects g(d) = p(d)/2@. This case has in fact been considered long ago
by Sigmund Selberg, a mathematician like his more famous brother Atle
Selberg, in his 1954 paper [43] where he used Meissel’s approach in a very
careful manner to show the next theorem.

Theorem 3.4 (S. Selberg, 1954). We have, for every x > 0,

p(n)
0= ooy <L

n<x
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Proof. Let us denote by f the function that associates u(n)/2“™ to the
integer n. The reader will readily check that (1 x f)(n) = 1/2¢(. We thus

get
ZL _ N HO) [
2o~ 2 gzw <220 ¢

n<x

from which we deduce that

6/;52) =2 2w1<n) (1 + /L(n){g}).

<z n<z

This astounding equation immediately implies that the left hand side is
non-negative and bounded above. To prove the more precise bound 1, we
first notice that it is enough to prove it for positive integers x, in which case

we first find that
1 T
s enfi}) -

and then that, as soon as n > 2, we have 2¢(") > 2 hence

ﬁ(l +u(n){%}) < ; ~1.

It is straightforward to conclude from these two inequalities. O

A consequence of Theorem 3.3 is also that, when x > 2, we have

(3.1) Ql‘jg’?))n < 1/+/logx.

n<zx

This is for instance a consequence of the following theorem that we infer
from the more precise [35, Theorem 21.1]. This theorem is in essence the
one of Levin & Fainleib [24] we refered to above.

Theorem 3.5. Let g be a non-negative multiplicative function. Let Kk be a
non-negative real parameter such that

Y g(@¥)log(p”) = klogQ+0(1) (@ =>1),
p>2,v>1
7/<Q

ZZ log( )<<1.

p>2 vk>1

Then, we have

log D)" 1\"
S o= o I (15) Sot) o+ 0u/sp).

d<D v>0

To infer (3.1) from Theorem 3.3, we use Theorem 3.5 twice with k = 1/2.
We leave the details to the reader.

We are thus in a position to prove elementarity and with no use of the
Prime Number Theorem that the sum an ngm) goes to 0! So why not
try to reconstruct the Moebius function from this? This is easily achieved
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by employing Dirichlet’s series. We first define the multiplicative function
fo by fo(p¥) = —(v —1)/2 and then find that

o e () oh

The abscissa of absolute convergence of D(fo,s) = >_,51 fo(n)/n’ is 1/2.

Proof. All the implied functions being multiplicative, it is enough to check
this identity on each local p-factor, i.e that

1 1\° i 1
ps 2ps = 2VpVS

This comes from the following formal identity, with Y = X/2:

1-X 1
TEE S => YE-> kv

k>0 k>1

To get the abscissa of absolute convergence we consider, with o = Rs,

v—1 1 k+1
A= Z Z2V Vs _Z Z(Qpa)k

20
p>2"'v>2 p>2 4]9 k>0
1 1
< E < g —.
- 20 _ a2 — 20
= 4p (1 =1/@2p7)* ~ &5 p

This is bounded when o > 1/2, showing that the product

1> 2

p>2 v>0

is absolutely convergent when s > 1/2. An immediate consequence is
that the series is absolutely convergent in the same half-plane at least. The
reader will readily see that the series of | fy(n)|/n® diverges when s = 1/2,
thus establishing that the half-plane Rs = 1/2 is the actual half-plane of
absolute convergence of D(fy, s). O

The function fo(n)/n being much smaller than the function p(n)2-< /n,
a first goal before finding bounds for Y, _ p(n)/n from bounds on p(n)2-+™ /n
is to estimate the quantity N

pO)p(m)
9w +(m) gy

Im<z

The Dirichlet hyperbola formula is made for that, i.e. we write

p(Op(m) f1(£) p(m) p(e) \?
w(O)+w(m) ¢y =2 w(l)p Z w(m)y, Z )y |

tm<z 1<z m<x/l <z

The second term is O(1/logx) while the first one is

<yl

<z

<1

2W(€)€ \/log x
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because we are loosing the sign of the Moebius factor x(¢). The bound (3.1)
fails to improve on (2.3)! The reader may want to use the non-negativity
bound and distinguish as to whether ¢ has an even or an odd number of
prime factors... And for instance aim at a lower estimate: when p(¢) = 1,
we use the fact that the summand is non-negative, and otherwise that it is
O(1/+/log z). We have then to estimate

1+ pu(0) p(4)
Z 2 Qw(ﬁ Z Qw(f)f w(l) g
<V £<\/5

PR (wi@)

e<f
and so, we have only saved a factor 1/2—

Yet a third path opens before us: we may want to use the non-negativity
of the sum an Qw(:f)) in a stronger manner via Landau’s Theorem on
Mellin transform of non-negative functions, and maybe derive a stronger
estimate! Indeed, the integral

/ Z Qw n)n ms—i—l

n<x

represents the function (1/s) ), -, QW{;S—)H Hence the abscissa of conver-
gence of the integral should be a pole of the function represented. Can we
show in this fashion that the integral converges for Rs > 1/2 hence improv-

ing on (3.1)7 This is tempting, but does not work: the series ) - %

behaves like 1/4/((s + 1), i.e. like 4/s next to s = 0, and the innocent look-
ing factor (1/s) in front of the series above shows that the integral has a
polar contribution at s = 0. In fact, S. Selberg already showed in [43] that

> L (”)n is equivalent to C'/v/logz, where C' is some well-defined and

n<z w(n)
non-zero constant.

The purpose of this digression was to show the reader that the results we
are looking at are tight. Any improvement would have acute consequences.

4. THE AXER-LANDAU EQUIVALENCE THEOREM

We have studied the situation from the angle of general multiplicative
functions; let us now restrict more closely our attention to the case of the
Moebius function. Here is an enlightening result in this direction. We first
recall how the van Mangoldt function A is defined:

(4.1)

An) = logp whenn=p
0 else.

Theorem 4.1 (Axer-Landau, 1899-1911). The five following statements are
equivalent:

(S1) The number of primes up to x is asymptotic to x/logx.

(52) M(x) = 3 <, u(n) is o(x).
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(S3) m(x) = X<y i) /0 is o(1).

(S4) (x anx (n) is asymptotic to .

)
(S5) ¥(x) = 32, An)/n is log x — 7 + o(1).

In fact, proving that (S3) implies (S3) or that (S5) implies (Sy) is a sim-
ple matter of summation by parts, as is the equivalence of (S;) and (Sy).
Edmund Landau in 1899 in [22] was the first to investigate this kind of
result: he showed that (S;) implies (S3). The viennese mathematician A.
Axer continued in 1910 in [1] by establishing that (S3) implies (S3). Landau
immediately applied Axer’s method to prove that (S4) and (S5) are equiva-
lent and concluded in [21] essentially by showing that (S3) implies (S4). See
also [2] and [23].

Concerning our question, this theorem shows that we clearly need to save
the logarithm factor over the trivial estimate for m(z), as well as for ¢. A
second aspect arises from this theorem: the call for an quantitative version
of it. If one follows the proofs of Axer and Landau, the saving is essentially
limited at O(1/y/logz), though some later authors, like the swiss mathe-
matician Alfred Kienast in [20], went further.

A related problem. In [36] and more fully in [33] with David Platt from
Bristol, I investigated the problem of deriving quantitatively (near) optimal
results on ¢)(x) once one supposes results for ¢(z). This implication has
been shown to be false in the general context of Beurling integers* by Harold
Diamond & Wen-Bin Zhang in [8]. They even exhibit a Beurling system B
where one has 1g(z) ~ & while ¥g(z) — logz > loglogz, with obvious
notation. This means in particular that something special linked with the
nature of the integers is required. It took us quite a while to understand
what was happening, though I had essentially settled the problem in the
g-aspect several years ago in [34]: instead of looking at primes, I was looking
at primes in some arithmetic progression, say modulo some ¢; the error term
has then a dependence in ¢ and in x. In the mentionned paper, I resolved
this question provided the question for ¢ = 1 was solved! I thought that I
had reduced the problem to a simpler one, but it is more correct to say that
the z-aspect is the one that leads to real difficulties.
The first idea is of course to use a summation by parts, i.e. to write

(4.2) ¥(z) —logz = W+1+/x %dt

A careful look at this equation will in fact be enough to solve the question.
We can understand on it the idea of Diamond & Zhang: they built a Beurling
system where the integral above does not converge. A different approach

from this same starting point leads to the next theorem we proved with
D.Platt.

4The Beurling integers are the multiplicative semi-group built on a family of “primes”
to be chosen real numbers from (1, c0).
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Theorem 4.2 (D. Platt + O.R., 2016). There ezists ¢ > 0 such that, when
x > 10, we have:

P(z) —logx + v < max [¥y) =yl —l—exp(—cloi).
e<y<2z y loglog x

A similar statement for primes in arithmetic progressions holds true.
This theorem is very efficient to compare ¢ together with ¢, and is in
fact nearly optimal from a quantitative viewpoint. We are almost saving
a power of x; a look at the proof discloses that the zero-free region for
the Riemann-zeta function is used only up to the height logx. This has
the consequence that numerically, verifying the Riemann Hypothesis up to
the height H gives control for 2 roughly up to ef! And since X. Gourdon
& P. Demichel [15] have checked this Riemann Hypothesis® up to height
2.445 - 10'2, we can assume the Riemann Hypothesis is available when z <
61012, which is enormous! Practically, this discussion shows that the factor
exp(—c(log z)/loglog z) can be replaced by a very small quantity. We shall
see below some very explicit consequences of this fact, but let us start by a
rough explanation of the proof. This is not the manner the proof appeared
at first, but how I now understand it. We first note that

(4.3) 1+ / N %dt —

This is highly non-obvious if seen like that. The Prime Number Theorem
with a remainder term ensures that the integral converges, but the full proof
requires the limited development ((s) = (s — 1)"' + v+ O(s — 1) around
s = 1 which implies that —(¢'/¢)(s) = (s—1)"' =+ O0(s—1). We leave the
details to the reader. What is really important for us is that this quantity
is indeed a constant so that we can rewrite (

(4.4) U(x) —logz = ¢( / ¢ - t

This formula is not enough to conclude but a very small modification of it
will suffice: let F' : [1,00) — R be a smooth function such that F(y) = 1
when y > 2. We have

R R =

4 / TPt

t

The integral over [z,2z] can be controlled by max, <2, [¥(y) — y|/x, but
what about the last integral? In short: we express it in terms of the zeros
of the Riemann zeta-function and get in this manner a fastly convergent
sum. Why is that so? The reader may think it is because of the smoothing
and the involvement of Mellin transforms... And would be right! A fact

dt

5This computation has not been the subject of any published paper. D. Platt in [32]
has checked this hypothesis up to height 10 by with a very precise program using interval
arithmetic.
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that had escaped my attention so long, and not only mine, is that this
argument works for the point at infinity. Repeated integrations by parts for
instance, when assuming F smooth enough, show that the corresponding
Mellin transform decays vary rapidly in vertical strips.

Here are two very explicit consequences that we promised earlier.

Theorem 4.3. We have

1
— < — > .
‘g A(n)/n —logx + 7| < 9102 (x > 23)

n<x

The previous result is due to J. Rosser & L. Schoenfeld in [41] and had
a 2 instead of 149.

Theorem 4.4. We have

‘ZA(n)/n—logx+7 < @ (x> 1).

This result has no ancestor that I know of. There are related work by P.
Dusart [12], [11], L. Faber & H. Kadiri, H. Kadiri & A. Lumley [19] (and
more to come), C. Axler [3], L. Panaitopol [29], R. Vanlalnagaia [46], ...

The sketch I propose above is the manner I now explain the proof, but
the two initial papers, [36] and [33] proceeded in a very different manner: the
integral [° (4(t) — ¢)dt/t* was expressed in terms of the zeros of zeta and
the relevant expression was compared with another one more convergent.
The better understood scheme above will have an interesting consequence
we shall see later.

n<x

The horizon. It is time to set the horizon! Here are three conjectures.

Conjecture C. There exists a constant A > 0 such that

?
' M 14,
m@) < max  [M(y)l/y+2
And since we would like to have control of M (x) via® ) (z), I also believe

the following.

Conjecture D. There exists a constant A > 0 such that

?

. _ -1/4
(. N A A

And we recall the conjecture of [36].

Conjecture A. There exists a constant A > 0 such that

? B —1/4
() < max [V(y) —yl/y +2 "%

These three conjectures are trivially true under the Riemann Hypothesis,
even with the 7/ replaced by z~'/2*¢. This exponent 1/4 is not partic-
ularly relevant, the saving of any power of x would be a true achievement.

5T formulated such a more precise conjecture, say Conjecture B, in [37].
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These three conjectures are obvious if we allow a factor log z in front of the
maxima, simply by using integration by parts, but even if we allow a factor
between 1 and log z, like y/log z for instance, the answer is not known.

5. FrRoM M TO m

The proof we presented of Theorem 4.2 allows one to dispense with
the notion of zeros, though introducing them is numerically much more
efficient. We can however express the function F' in (4.5) in terms of its
Mellin transform. This Mellin transform decreases fast in vertical strips’
and this is enough to get the result! We provide a full proof appear in [40].

Theorem 5.1. There exists ¢ > 0 such that, when x > 10, we have:

M 1
m(r) € max M) + exp e BT )
e<y<2r Yy loglog x

The difference with the case of ¢ is that we do not have any efficient
version of this theorem.

6. GENERALIZING MEISSEL’S PROOF, 11

M. Balazard took another path to understand Meissel’s formula. He
rewrote this identity in the form:

1 [* t

(6.1) —/ M(:E/t)udt =m(x) —
T Jq t

and did the same for the MacLeod identity:

M(z) logz
x x

r  ox a?
Some order emerges in this manner, but the question remains as to whether
these identities are oldies to be thrown in the wastebasket or not. The
situation has been further cleared by F. Daval® [6] in the next theorem.

Theorem 6.1 (Daval, 2016). Let h : [0,1] — C be a continuous function
normalized by fol h(u)du = 1. When x > 1, we have

L[ e (1 -3 h(n/w)dt G| M)y

x xr
n<t 1/x Yy

Like many identities, once it is written, it is not very difficult to establish.
On selecting h = 1, we recover the Meissel identity, and on selecting h(t) =
2t, the MacLeod identity I showed is being recovered. We thus see that
a “Riemann integral-remainder” appears; functional analysis is coming in!
Among the natural questions, let us mention this one: given a function f
over [0, 1], can it be approximated by such a Riemann-remainder term? If
not what is the best approximation? Before continuing, let us mention that
there are some other identities in this area, and for instance, following J.-P.

TAs already stated, we show that by classically repeated integrations by parts.
8F. Daval was at the time a PhD student of mine.
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Gram [16], R. MacLeod [25] and M. Balazard [4], here is, in Balazard’s form,
a typical identity I obtained in [39, Lemma 3.2]:

D B s ==L W

3z 2 3x

n<x

where? the function A is differentiable except at integer points where it has
left and right-derivative, and satisfies 0 < ¢?|h’(t)] < I—+~. The function h is
this time linked with the error term > _, 1/n—logt. Slmilar identities have
been proved with log"(x/n) instead of log(z/n), for any positive integer k.
The theory of F. Daval can most probably be adapted to these cases. One
striking consequence is the next result.

Theorem 6.2 ([39, Theorem 1.5]). When x > 3155, we have

wuin 1
1 —1 _—
Z og(x/n) - 389 logz

n<x

Note that one could try to derive such an estimate by Writing

uin log (x/n) = (logx) Z'u Zu

n<x n<z n<z

and using estimates for both. But to attain the accuracy level of our theo-
rem, one would need to prove at least that > __u(n)/n = O*(1/(3891og” z)),
and we are rather far from having this kind of results!

The problem at large. Let us try to formalize the problem. We start from
a regular function F : [1,00) — C, for instance F'(t) = 1 or F(t) = logt.
The question is to find two functions H and G and a constant C' such that

S pamy - M) /Mm/t fdt + H(x).

n<x

To avoid trivial solutions, we assume that

[ e = e [TiGt < .

and that H is smooth and “small”. This looks like a functional transform
from F' to G, but there is a lot of slack! Indeed, when F' = 1 or when
F(t) = logt, there are several solutions.

Beginning of a theory when F' = 1. We start from Theorem 6.1 and,
remembering the identities of MacLeod in Balazard’s form, we aim at writ-
ing the integral with M in the form [ M (z/t)f’(t)dt. With this goal in sight

we note that
/0 (1 - —Zh n/t) >dt / {ux} g,

n<t

9As a matter of fact, the mentionned lemma is slightly different, but a corrigendum is
on its way.
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So, given f : [1,00) — C, we want to solve f(z fo {ux} b du. The
change of variable y = 1 /x leads to the problem given g : [0 1] — C,
solve g(y fol {ij}h )du. We see another appearance of functional anal-

ysis! The operator T' over the Hilbert space L*([0,1]) which associates
f ! {Z/ v} h(u)du to h is a Hilbert-Schmidt, compact and contracting operator.

Indeed, we readily check that the kernel (u,y) — {“/ y} belongs to L?([0, 1]%)
and then, we for instance use [14] (around equatlons (9.6) — (9.8)). Since

A AR
g/0<1+/1 {}dz)ydy:2(1—7)<1

we readily see by invoking the Cauchy-Schwarz inequality that 7' is strictly
contracting. The general theory tells us that there exist a sequence of com-
plex numbers (), and two orthonormal sequences of functions (1), and
(n)n such that

/ (/) =3, / (@) dun(y)

n>1

dz ydy

uly

for every y € [0, 1]. By [44], this operator to be of Shatten class p for every
p > 1, and I suspect it is not of trace class. The above decomposition is a
consequence of the general theory of integral operator and a more specific
study should be able to disclose arithmetical properties. For instance, the
presence of the fractional part is not without recalling the Nyman-Beurling
criteria. This is work in progress.

The localization problem, case F' = 1. We are here going back to what
has been done rather than guessing what could be happening in the future!
It is easier to first state a result and then describe the problem at hand from
there. We start with a lemma.

Lemma 6.3 (F. Daval, 2017). Let h : [0,1] = C be a C*-function for some
k > 2, normalised with fol h(u)du = 1. We further assume that

o h(0) = 1'(0) = 0,

o When 3 <2i+1<k—1, we have h®+D(0) = 0,

e When 0 < /¢ <k—2, we have h'9(1) = 0.
Then we have, fort >1,

‘1 _ %;h(n/t)‘ < 1/t

Given an integer k > 2, let us call J#; the class of functions h described
above. Then, for any h € 74, there exists a constant Cx(h) such that

/Ma;/t <1——Zh /t>dt C’“ /M )(t/x)F2dt.

n<t
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F. Daval [6] has obtained the following table:

k=] 3 4 5 6 7
miny, Cx(h) < | 1.05|1.44 | 2.52 | 5.9 13.2

This improves of earlier values of M. Balazard in [4]. It would be interesting
to determine numerically these minima with more accuracy. The value for
k = 5 has been obtained with the highly non-obvious choice hs(t) = 2t*(1 —
£)4(120t2+52t+13). As a consequence, one can get for instance the following

inequality:
33/13 [* 19/7
< / / |M(t)|t3dt+—/
i x

and such an inequality should give improvements for many of the results I
obtained in [39]. We call this problem the “localization problem” because
a high power of ¢ in the integral above means that the values of M(t) for ¢
close to  have more weight than the lower ones. We recall that conjecture C
claims that one can use only the values of ¢ that are a constant multiple
of x.

All in all, a lot remains to be understood in this area. I for instance
wonder whether functions like {t* + 1} could appear in these identities
rather than {¢}... I thought at first that the answer should be no but I am
not so sure anymore.

M(x)

m(z) —

From A to p / From ¢ to M. Let us continue our journey around the
Axer-Landau Equivalence Theorem. We first notice that Wen-Bin Zhang has
exhibited in [47] a Beurling system of integers where one have Mp(x) = o(z)
without ¢p(z) ~ x. Our final destination being numerical estimates, we are
however more interested in the reverse implication, i.e. to derive bounds
for M from bounds for the primes. This problem has been studied by A.
Kienast in [20] and by L. Schoenfeld [42], and they proceeded as I later
did in [37] by using some combinatorial identities. The family of identities I
produced is simply more efficient. It is better to refer the reader to the cited
paper but let us give the general flavour. The first interesting case reads

(6.2) Z,u(é) log? ¢ = Z 1(0) (A % A(d) — A(d) log d).

<z di<z

It is worth mentioning that the Selberg!® identity that is used for proving
elementarily the Prime Number Theorem is A x A(d) + A(d)logd = (u
log?)(d) and that, assuming this Prime Number Theorem, both factors A %
A(d) and A(d)logd contribute equally to the average. In particular, the
function A x A(d) — A(d)logd should be looked upon as a remainder term.
We get information of its average order by using the Dirichlet hyperbola
formula; it would most probably be better to use an explicit expression in
terms of the zeros directly, but this involves the residues of (¢’/¢)? and there
lacks a control of those, while the residues of (’/( are well understood. Some
more thought discloses that we need essentially the L!-norm of such residues,
and since they are non-negative integers for {'/(, we may as well compute

0This one is Atle Selberg!
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their simple average, which is readily achieved by a contour integration that
has most of its path outside the critical strip. No such phenomenom is known
to occur for (¢’/¢)?! The reader may be wary of the Moebius factor that
appears on the right-hand side of (6.2), but only one such factor appears.
It is maybe more apparent in the next identity of this series:

Z w(€)log® ¢ = Z 1(0) (A x A x A(d) — 3A * (Alog)(d) + A(d) log® d).

<z dl<z

When starting with the last identity with & = 3, one can expect to save
a log® z on the trivial estimate z, but the presence of the Moebius factor
on the right-hand side reduces that to a saving of one log z less, so log® .
This is because the Dirichlet hyperbola method is not used, though one may
employ a recursion process: indeed, L. Schoenfeld does that, followed by H.
Cohen, F. Dress & M. El Marraki in [5], [10] and [13]. I did not introduce
such a step as it is numerically costly, but a more careful treatment is here
possible.

7. GENERALIZING MEISSEL’S PROOF, III

We now turn towards the third aspect of Meissel’s identity, which is to
provide a simple proof of »_ _ u(n)/n < 1. Here is a theorem I proved a
long time back with Andrew Granville in [17, Lemma 10.2].

Theorem 7.1. For x > 1 and g > 1, we have

P

n<z,

<1

This result belongs to the family of the eternally-reproved lemmas! In
fact, I discovered much lated that it appeared already in an early paper of
Harold Davenport as [7, Lemma 1]! The precise upper bound by 1 is not
given, but the proof is already there. And Terence Tao reproved this result
in [45], in a larger context, but the proof is again the same! We cannot even
say that Davenport’s paper or the one I co-authored are forgotten: they are
simply cited for other reasons.

The main theme is the handling of the coprimality condition. Since we
mentioned the investigations of Sigmund Selberg, it is worthwhile stating a
surprising lemma that one finds in [43, Satz 4].

Theorem 7.2. For x > 1 and d,q > 1, with d|q, we have
p(n) p(n)

n<z, n<z,
god(n,d)=1 god(n,q)=1

We should make a stop here; indeed the reader may think that removing
the coprimality condition is an easy task. The standard manner goes by
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using the Moebius function and the identity:

(7.1) Z“(d> — Z u(d) = {1 when ged(n, q) = 1

0 else.
dlq

However, here is what happens in our case:

PR DD S ;zﬁ:—>

n<az, n<w d| ged(n,q)
ged(n,q)=1
2
N M) p(m)
(7.2) =D >
ged(m,d)=1

and thus a coprimality condition comes back in play! E. Landau has devised
a long time ago a manner to go around this problem: it consists in comparing
the multiplicative function f(n) = LL(,q=1p(n) with the function 4, i.e. to
find a function g such that f = pxg,, where * is the arithmetical convolution
product. Determining g, is an exercise resolved by comparing the Dirichlet
series. Once the reader has found the expression for g,, he or she will find
that it is somewhat unwieldy. The foremost problem is that it has an infinite
support and thus, when we write

> MY oS0 S utm)/m

n<x, >1 m<z/l
one has to handle the case when ¢ is large, i.e. when x /¢ is small. This leads
to difficulties, for instance when one wants explicit estimates. But even if
one aims only at theoretical results, diffulties appear: for instance, if one

wants to bound > n<r. 4% from the estimate | > <s @\ < 1 and the
ged(n,g)= -

function g,, the resultlng bound is O(q/#(q)), which can be infinitely larger

than O(1).

I devised in [38] and [39] a workaround to handle this question. The two
remarks needed are first that the Liouville function'! X is rather close to the
Moebius function, and second that the Liouville function being completely
multiplicative, the proof above (leading to (7.2)) would this time succeed.
This implies a process in three steps:

(1) Go from p to A.
(2) Get rid of the coprimality with the Moebius function.
(3) Study the resulting sum by comparing A to p and by using results
on .
In the second paper, I noticed that it is possible to combine steps 1 and 3,
hence gaining in efficiency. This process is however only half a cure: one

HThe Liouville function is the completely multiplicative function defined by A(n) =
(=1)%() | where Q(n) is the number of prime factors of n, counted with multiplicity, so
that Q(12) = 3.
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indeed avoids short sums, and this is numerically important, but the factor
q/¢(q) we talked about earlier still arises! Here is a typical result I obtained
in this fashion.

Theorem 7.3. When 1 < q < x, we have

4q/5
2 Hdf d‘ < S oge/a)

dSm)
(d,g)=1

Similar results with u(d)log(x/d)/d and p(d)log(x/d)*/d are also pre-
sented. Let me end this section with a methological remark: Theorem 7.1
does not contain in its statement a natural restriction of ¢ with respect
to x, and as such is hard to improve upon. Indeed ¢ could be the product
of all the primes below x, in which case the bound is optimal. The factor
1/log(z/q) in Theorem 7.3 avoids this fact, which is why I believe it can be
largely improved. The removal of the factor q/¢(q) would be a interesting
step.

A related problem. Meissel’s identity leads to an excellent handling of
the coprimality condition, and we saw at the beginning of this section that
it was not obvious to generalize. In another paper [27] with Akhilesh P.
concerning the Selberg sieve density function, we encountered the problem
of bounding the sum
p(k)
(7.3) P vy
Sr ko(k)
ged(k,q)=1
uniformly in q. We were only able at the time to get a better than trivial
estimate, but recently, together with Akhilesh P. in [28], we proved the next

result by again employing the Liouville trick described above to which we
added a sieving argument.

Theorem 7.4.

k
> G-

k>K,
ged(k,q)=1

limsup K max
K—oco q

Our result is more general and encompasses the sum (7.3). In essence,
the proof runs as follows: when ¢ has many prime factors, use a sieve bound;
when ¢ has few prime factors, remove the coprimality condition with Moe-
bius. This time coprimality with HpS K prq P COMeES into play. Both arguments
take care of extremal ranges of ¢ (i.e. when ¢ as many or few prime factors).
These ranges do not overlap: there is a middle zone where this time, the
oscillation of p comes into play, and it is where we use the A-trick to get rid
of the coprimality condition.

The rate of convergence is however unknown to us. Under the Riemann
Hypothesis, our proof gives a rate of convergence in 1/(log K)/3~¢ for any
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€ > 0 but the best we have been able to prove concerning an Omega-result

is that
k
limsup K log K max g M > 1.
K—oo q k?Q
k>K,
(k,q)=1

We have not even been able to improve on this last constant 1, which we
got by considering ¢ = Hp< . Our journey ends here!
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