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In 2014, Harald Helfgott published a preprint containing a proof that every
odd integer strictly larger than 5 is a sum of three primes. The proof is still to
be verified, but it is likely to be correct. The fact that this proof has now some
slack goes in this direction. The aim of this appendix is to sketch it and to try
to underline the major argument. Concerning the latest approximation of this
result, we should mention that Ming-Chit Liu and Tianze Wang had shown in
2002 in [7] that every odd integer larger than exp(3100) is indeed a sum of three
primes and that Terence Tao had shown in 2014 in [16] that every odd integer
larger than 5 is a sum of at most five primes.

We stay close to the notation of Helfgott’s proof to help the reader follow it,
but we simplify some expressions and parameters. The proof under examination
follows the path drawn by Hardy and Littlewood in [4] and Vinogradov [19] and
considers when N ≥ 1027, the quantity

R3(N) =
∑

p1+p2+p3=N

η+

(p1
x

)
log p1 η+

(p2
x

)
log p2 η∗

(p3
x

)
log p3 , (1)

where x is a size parameter close to N/2 and η+ and η∗ are two C∞ non-negative
smooth functions whose forms are chosen so as to optimize the estimates. Let
us say that η+(t) is close to

t3 max(0, 2− t)3et−(t
2+1)/2

and bounded above by 1.08 while η∗(t) also contains a e−t
2/2-part but is more

complicated and is bounded above by 1.42. Here is the main theorem.

Theorem 0.1. If N is odd and larger than 1027, we have

R3(N) ≥ N2

5000
.

From the above theorem we infer that every odd integer ≥ 1027 is a sum
of three primes. Computations run by David Platt and Harald Helfgott in [5]
show that every odd integer within

[ 7, 8.875 · 1030 ]

is a sum of three odd primes, concluding the proof. The paper [6] by Habiba
Kadiri and Alyssa Lumley on explicit short intervals containing primes could
also lead to the same result.
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The base line of the argument of Theorem 0.1 is the proof of Vinogradov
that the reader will find in [18, chapter 4] and in the present book, which is
devoted to a step by step proof of this theorem. We introduce, for an arbitrary
function η, the trigonometric polynomial

Sη(α, x) =
∑
p≥3

η(p/x) log p e(αx)

and use the easily checked identity

R3(N) =

∫ 1

0

Sη+(x, α)2Sη∗(x, α)e(−Nα)dα. (2)

For a positive integer q, we define the following subset of R/Z:

Nq,δ,r =
⋃

1≤a≤q
(a,q)=1

[a
q
− δr

2qx
,
a

q
+

δr

2qx

]
. (3)

We set r0 = 150 000 and Q = (3/4)x2/3. We split the interval [0, 1] in three
subsets.

Majors Arcs

When
α ∈

⋃
q≤r0

Nq,8,r0 ,

the value of Sη(α, x) in (2) is controlled by the distribution of primes in progres-
sions modulo q. From an explicit viewpoint and due to [15] and [8], we know
that the clear path to such information follows by checking a partial Riemann
Hypothesis, that is by showing that the L - functions attached to Dirichlet
characters modulo q have no zero ρ = β + iγ inside the set

{1/2 < β < 1, |γ| ≤ Tq}

for some fixed Tq . Such computations are highly complex and until recently
we were only able to roughly use q ≤ 60 and Tq = 10 000. David Platt’s new
algorithm from [9] changed all that and we can now use values of q up to 300 000
with

Tq =
108

q
.

Rather than splitting the sum

Sη

(
a

q
+ u, x

)
=
∑
p

η
( p
x

)
e(pu)e

(
ap

q

)
according to the class of p modulo q, Helfgott goes back to the initial method,
expresses the additive character n 7→ e(an/q) restricted to the multiplicative
group (Z/qZ)∗ in terms of Dirichlet characters and uses an explicit formula. This
means also controlling the Mellin transform of the used gaussian smoothing, a
task in which he invests a lot of effort with a successful outcome. A main term
of size of order x2 is extracted in this manner.
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Minor Arcs

We now present the core of one of the main steps.

Lemma 0.2. If

α =
a

q
+

τ

qQ

with |τ | ≤ 1, we set δ∗ = 2 + |τx|. For q ≤ x1/3, we have

Sη∗(α, x)� x log(δ∗q)√
δ∗ϕ(q)

.

For x1/3 ≤ q ≤ Q, we have

Sη∗(α, x)� x5/6(log x)3/2 .

The implied constants are small. The second part is rather classical, but
the first one contains two essential novelties: when τ is small, the bound tends
to zero as q goes to infinity and is not contaminated by any multiplicative
factor like log x, while the constant remains small. It is the first time both
properties are kept, see for instance [2] and [11]. Furthermore, when τ is large,
one gets additional saving, while earlier treatments all handled this factor as a
perturbation of the case τ = 0 and thus became worse when τ increased. Let us
only mention that the method uses the bilinear form of [17] with UV = x/

√
q

when q is small. This lemma requires also an estimate of the form

∑
n≤x

∑
d|n

µ(d)11d≤z

2

� x ,

where z is some power of x. With an unspecified constant, this is due to [3].
The treatment Helfgott devises relies on [13], which itself relies on [1] and [12].

The corresponding treatment of (2) follows the argument already contained
in [19]:∫

α∈m
Sη+(x, α)2Sη∗(x, α)e(−Nα)dα�

∫ 1

0

|Sη+(x, α)|2dαmax
α∈m
|Sη∗(x, α)|

� x2 log x ·max
α∈m
|Sη∗(x, α)|/x (4)

for a subset m that we call minor arcs. If we select for m the complement of the
major arcs, we can only ensure that

max
α∈m

|Sη∗(x, α)|
x

is smaller than a constant, but cannot recover the loss of log x. Tao in [16] uses
the fact that by [7], one can assume that log x ≤ 3100. This bound is too large
here. Helfgott introduces another subset of the circle: the intermediate arcs.
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Intermediate Arcs

The key to the intermediate arcs is a lemma of the following form.

Lemma 0.3. Let (ϕn) be a sequence in `1 ∩ `2 such that ϕn = 0 when n has a
prime factor which is at most

√
x. Let Q0 ≥ 105 be such that

Q0 ≤
Q

20000
with Q =

√
x

4
, and Q0 ≤ Q3/5 .

We have ∑
q≤Q0

∫
Nq,8,Q0

∣∣∣∑
n≥1

ϕne(nα)
∣∣∣2dα ≤ logQ0 + 1.36

logQ+ 1.33

∑
n

|ϕn|2

This is essentially a circle method-version of [14, Theorem 5] or more ex-
plicitly of [10, Theorem 5.3]. As in (4), the norm

∑
n |ϕn|2 in our case is of

size x log x, potentially loosing a log x, but it is recovered by 1/ logQ. Applying
summation by parts and using Lemma 0.2, we get something of the type∫

α∈m′
Sη+(x, α)2Sη∗(x, α)e(−Nα)dα� x · max

α∈m′
(log q)|Sη∗(x, α)|/x

where α = (a/q)+τ/(qQ) and m′ =
⋃
r0<q≤r1 Nq,8,q with r1 being approximately

x4/15/8.
This is not quite enough in order to conclude: we need the arc Nq,8,r1 rather

than the arc Nq,8,q, but it is another place where the enhanced effect of δ∗ in
Lemma 0.2 features!

Note. There are several other interesting techniques in this proof that cannot
fit in this short sketch.
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