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Introduction

The first aim of these notes is to explain the notions of local model and of pseudo-character.
The latter one originates from the work of Selberg, Motohashi and Jutila in the seven-
ties. The first notion can be traced back to the book of (Motohashi, 1983) and is really
introduced in (Ramaré, 2009). The second aim of these notes is to show how analytical
techniques can be used to great effect to enhance the power of the large sieve.

We shall first concentrate in proving Hoheisel Theorem∗, i.e.

Theorem 0.1. There exist two constants x0 and a ∈ [12 , 1)† such that there is at least one
prime in any interval (x, x+ xa], provided x ≥ x0.

This Theorem has been extended in (Gallagher, 1970) and (Motohashi, 1978) to include
the celebrated Theorem of Linnik on the least prime in an arithmetic progression, proven
in (Linnik, 1944a) and (Linnik, 1944b). We shall use heavily the paper (Motohashi, 1978)
as well as the subsequent book (Motohashi, 1983).‡. We shall avoid the notion of zero-
density estimate and use only the (de la Vallée-Poussin, 1899) zero-free region, while the
original proof used (at least) the region of (Littlewood, 1922)§.

The proof we follow is a simplication¶ of the method to Motohashi. In the course of
this proof, we shall introduce analytical material: a hybrid large sieve inequality adapted
to Dirichlet polynomials and the Mellin transform. We mention here that Selberg gave in
1973-74 a series of lectures at Princeton in which pseudo-characters were introduced. See
the remark at the bottom of page 164 of (Motohashi, 1978).

Our next step will be to generalize this. We develop the material required to use
Motohashi’s method in a general context. This is where general pseudo-characters are
being used.

Let us say rapidly here the notion of local models applies to general sieving situation,
like when sieving an interval to get twin primes, while the notion of pseudo-characters
applies when sieving the initial interval weighted by a non-negative multiplicative function
to get the prime numbers only. Using the terminology of chapter 12, the host sequence in
the chacteristic function of the interval [1, N ] multiplied by a non-negative multiplicative
function while the compact set is the set of invertible elements. We will further show

∗See (Hoheisel, 1930)
†The important thing is that a should be < 1.
‡The reader may also look at (Iwaniec & Kowalski, 2004, chapter 18).
§See also (Weyl, 1921) and (Titchmarsh, 1951, Theorem 5.17).
¶In this simpler context!
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that the pseudo-characters can in fact be seen as local models but modified local scalar
products

Let us mention here a difference in the approach we present with the one proposed by
Motohashi. Given a non-negative multiplicative function, this author seeks to minimize
the quadratic form ∑

n

f(n)
(∑
d|n

λd

)2

under condition λ1 = 1. Minimum is asked for simply to get as small an upper bound as
possible, while condition λ1 = 1 is asked for to get (10.5). In the approach we propose, we
want to approximate (and we will only be able to majorize) the quantity

∑
p f(p), where

the sum ranges only over prime numbers. We get the same result.
Recently (Kowalski & Michel, 2002) have introduced analogues of these pseudo-characters

in the frame of modular forms and we hope that these notes will enable the reader to better
understand this nascent notion by making the usual one clearer.

For a general Hoheisel like Theorem, see (Ramachandra, 1976).
This introduction gets carried further at beginning of chapter 14 where we will have

all the necessary vocabulary.

Overview of the lectures:

Friday 22/01 Introductory lecture

(a) The Hoheisel Theorem.

(b) The large sieve inequality.

(c) Brun-Tichmarsh Theorem via local models (and G(R) ≥ LogR).

Monday 25/01 Some analytical tools

(a) Integral version of an inequality of Gallagher.

(b) On the Perron summation formula.

(c) Defining Λ.

(d) ψ in terms of −ζ ′/ζ.

Wednesday 27/01 Barban & Vehov weights

(a) The λ(1)
d and Graham’s Lemma. Writing with L(y, d).

(b) Proof of Theorem 10.1 and (10.7).

1-6 1 Hoheisel Theorem via pseudo characters

(a) Vr and its factorization.

(b) The companions

(c) V ∗(s;Z).

(d) Choosing the parameters.

1-6 2 Compacts sets and local models
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1. The compact set linked with the prime numbers and the one associated to the prime twins.

2. Going to Z/MZ and local models.

3. Large sieve inequalities.

8-13 1 Extension to multiplicative functions.

(a) Hypothesis on f .

(b) Local scalar products and orthogonal basis.

(c) Pseudo-characters,

(d) A large sieve inequality for pseudo-characters.

8-13 2 Extending the Motohashi setting

Local models and pseudo-characters February 12, 2010
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Chapter 1

Setting the background

Here is one of the Theorem we are going to prove in these lectures.

Hoheisel Theorem. There exist two constants x0 and a ∈ [12 , 1)∗ such that there is at
least one prime in any interval (x, x+ xa], provided x ≥ x0.

This is proven in (Hoheisel, 1930). Let me tell you why this result created quite a
shock when it was published. To do so, let us introduce some notations and introduce the
Tchebysheff ϑ function:

ϑ(x) =
∑
p≤x

Log p (1.1)

where p runs through prime numbers. The above Theorem says that

ϑ(x+ h)− ϑ(x) > 0

with h = xa. We have the prime number Theorem at our disposal, that says that

ϑ(y) = y +O(R(y)) (y ≥ 2) (1.2)

where R(y) ≥ 0 is† a remainder term and we can take for instance

R(y) = y/(Log y)100. (1.3)

Let us use (1.2) on our problem. It yields (when 0 ≤ h ≤ x)

ϑ(x+ h)− ϑ(x) = h+O(R(x+ h) +R(x)
)

which we want to be positive. On taking R as in (1.3), we find that

R(x+ h) +R(x)� x/(Log x)100.

We can thus prove that ϑ(x + h) − ϑ(x) > 0 when h is larger than a constant time
x/(Log x)100. This is way larger than what we want! So, what is the error term this

∗The important thing is that a should be < 1.
†...an upper bound of...
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approach requires to work? Well, it is not hard to see that we would need something like
R(y) ≤ ya/3. Such an estimate is way out of reach for the following reason. The function

D(s) = s

∫ ∞
1

ϑ(y)dy/ys+1 (1.4)

is in fact equal to∗ (when <s > 1)

D(s) = −ζ
′(s)
ζ(s)

+ g(s) (1.5)

where the function g(s) is analytical for at least <s > 1/2. The estimate R(y) ≤ ya/3
implies, on using (1.4), that D(s) has an meromorphic continuation on the half-plane
<s > a with a simple pole at s = 1. But this implies in turn that −ζ ′(s)/ζ(s) has the
same property, and thus the Riemann ζ-function cannot vanish in this region! In short,
we are simply asking for a quasi-Riemann hypothesis† –

Looking closer, we see that the above proof would not only give the existence of a
prime in the given interval, but also prove that the number of primes in this interval is
what it should be. It can be proven that the two statements:

• the Riemann zeta function does not vanish for <s > a,

• ϑ(x) = x+O(xb) for any b > a

are equivalent.
This is why Hoheisel Theorem was so surprising. So what were the ingredients of his

proof? He needed two strong arguments:

ZRF: A strong zero-free region for ζ‡;

ZDE: A zero density estimate, i.e. a tool that says that the Riemann zeta function may
have zeros close to the line <s = 1 but not too many.

The first one belongs to the classical stream (“prove that the zeta function does not vanish
as far as one can from the line <s = 1”) and its proof shares this same property§, but the
second one is more surprising. This line of thoughts, in terms of density estimates, has
been initiated by Bohr. Here I shorten the history¶.

The method developed by Selberg (see (Bombieri, 1987/1974a)[Theorem ?]), (Jutila,
1977b) and (Motohashi, 1978) replaces these two arguments by a single one and this is

∗See section 1.1
†The Riemann hypothesis asserts that the Riemann zeta function does not vanish for <s > 1/2; the

quasi-Riemann hypothesis that there exists a < 1 such that this function does not vanish on the half plane
<s > a.

‡At least of the level of the Littlewood-Weyl one from(Littlewood, 1922). See also (Weyl, 1921) and
(Titchmarsh, 1951, Theorem 5.17).

§It goes by studying exponential sums.
¶And noticeably skip Linnik’s gigantic contribution in the forties, see (Linnik, 1944a) and (Linnik,

1944b). He discovered in particular that both arguments could be replaced by two strong density estimates
(one of them being Linnik’s density Lemma). I have to mention also (Gallagher, 1970).

February 12, 2010



1.1 Some details on (1.4) and (1.5) 9

one of the object of these lectures. It is difficult to continue without having much more
material, also because the philosophy of the method at stake is still not well understood,
or at least, I feel my understanding of it to be very incomplete. The main new ingredient
seems however to be a large sieve estimate.

Let me simply add some remarks at this level:

• The method was somehow forgotten, and can be found in full in (Motohashi, 1978)
and (Motohashi, 1983). Recently (Kowalski & Michel, 2002) adapted a raw form
of this method to the context of modular form. A good amount of arithmetical
information is however still missing to duplicate the original proof.

• One of the main argument comes from the large sieve inequality and in its capability
in producing a sieve effect.

• Once the previous point has been seen, one can prove density estimates or go directly
to the original problem. This is what we do here, following (Motohashi, 1978).

• On the special problem of the Hoheisel Theorem, we simply mention that the next
step is due to (Iwaniec & Jutila, 1979), where they developped much more the sieve
argument.

1.1 Some details on (1.4) and (1.5)

The Riemann zeta function is given by

ζ(s) =
∑
n≥1

1/ns =
∏
p≥2

1
1− p−s (1.6)

and s is a complex numbers such that <s > 1. On taking the logarithmic derivative, we
find that

−ζ
′(s)
ζ(s)

=
∑
p

Log p
ps − 1

=
∑
n≥1

Λ(n)
ns

(1.7)

where Λ is the van Mangoldt function defined by

Λ(n) =

{
Log p when n = pν for some prime p and integer ν ≥ 1,
0 otherwise.

(1.8)

This function essentially puts a weight Log p at every prime number p and the reader
may overlook∗ what happens for prime powers. This expression of −ζ ′/ζ is valid only for
<s > 1. It is now fairly easy to prove that

−ζ
′(s)
ζ(s)

=
∑
p≥2

Log p
ps

+ g(s) (1.9)

∗In first approximation! Since their contribution is very small.

Local models and pseudo-characters February 12, 2010
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where g(s) is analytic for <s > 1/2. On the other hand, a classical summation by parts
gives us: ∑

p≥2

Log p
ps

= s
∑
p≥2

Log p
∫ ∞
p

dy/ys+1

= s

∫ ∞
2

∑
p≤y

Log p dy/ys+1 = D(s)

by (1.4). On combining this with (1.9), we prove (1.5).

February 12, 2010



Chapter 2

Large sieve ingredients

2.1 The large sieve inequality

We do not have time to present the large sieve inequality in full details. The reader
will find proofs, historical details and further developments in (Montgomery, 1971) and
in (Bombieri, 1987/1974a). Here is the large sieve inequality in the special form we will
require.

Theorem 2.1. Let (un)y<n≤y+N be a sequence of complex numbers. We have∑
r≤R

∑
amod r

∣∣∣ ∑
y<n≤y+N

une(na/r)
∣∣∣2 ≤ ∑

y<n≤y+N
|un|2 (N − 1 +R2)

where e(α) = exp(2iπα).

This inequality is exactly taken from (Montgomery & Vaughan, 1974).∗

2.2 Using the large sieve inequality to sieve the prime num-
bers

We give here a first example:
∗Well, looking closely the inequality in the paper quoted seems to have N +R2 instead of N − 1 +R2.

The N − 1 +R2 can be obtained in several ways:

1. (Selberg, 1991) in his lectures on sieves proves it. In fact Selberg got the optimal large sieve
inequality in a general context at exactly the same time as Montgomery & Vaughan did, except
that the −1 was missing in their case.

2. Cohen, a student of Montgomery, showed that one could get this −1 starting from Montgomery &
Vaughan’s result.

3. All this historical debate is made pointless in our case by the following remark: what occurs is the
spacing between two consecutive Farey points a/r and b/r′. But we know that r + r′ ≤ R, so in
fact the inverse of this spacing is at most R(R− 1) ≤ R2 − 1, provided R ≥ 2.

The −1 will be convenient later on.
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Theorem 2.2. Let (un)n≤N be a sequence of complex numbers. We have, for any M ∈ R,

∑
r≤R

µ2(r)
φ(r)

∣∣∣∑
n≤N

uncr(n+M)
∣∣∣2 ≤ ∑

n≤N
|un|2(N − 1 +R2)

where cr(m) is the Ramanujan sum modulo r.∗

Note that this also gives the inequality

∑
r≤R

µ2(r)
φ(r)

∣∣∣ ∑
y<n≤y+N

uncr(n)
∣∣∣2 ≤ ∑

y<n≤y+N
|un|2(N − 1 +R2). (2.1)

Proof. Indeed, we can write
cr(m) =

∑
amod∗r

e(am/r) (2.2)

and we only need to use the Cauchy-Schwartz inequality followed by Theorem 2.1 to
conclude.

This Theorem is in essence (Wolke, 1974, (8)) (see also (Wolke, 1973)) as noted by
Richert in the notes of (Richert, 1976, Chapter 2). The coefficients cr(n) are the first
instance of what Selberg called pseudo-characters. In this special context, they are also,
upto a multiplicative factor independant of r, what we have called local models in (Ramaré,
2009). We shall explain that in more details in subsequent lectures.

A first application

Let us take for (un) is the characteristic function of the primes in the interval (M,M+N ],
where we additionnally assume that M >

√
N . In that case, and provided R ≤ √N , we

see that uncr(n) = unµ(r) when r ≤ R since either n is not a prime number and both side
vanish, or it is one and it is prime to r. We have thus reached

∑
r≤R

µ2(r)
φ(r)

∣∣∣∑
n

un

∣∣∣2 ≤∑
n

|un|2(N − 1 +R2).

On setting Z =
∑

n un =
∑

n |un|2, this yields

Z ≤ (N − 1 +R2)/
∑
r≤R

µ2(r)
φ(r)

.

We are left with showing that ∑
r≤R

µ2(r)
φ(r)

≥ LogR. (2.3)

∗See (2.2) and (10.8).

February 12, 2010



2.3 An integral hybrid 13

Proof. Let us first note that

µ2(r)
φ(r)

=
µ2(r)
r

∏
p|r

1
1− 1

p

=
µ2(r)
r

∏
p|r

(
1 +

1
p

+
1
p2

+ · · ·
)

=
∑
r|`⊂r

1
`

where the summation ranges over every integer ` that are divisible by r and all whose
prime factors are the ones of r. As a consequence

∑
r≤R

µ2(r)
φ(r)

=
∑
`

1
`

where ` ranges the integers all whose prime factors are not more than R. The range [1, R]
is included thus covered, which ends the proof provided one remembers that∑

`≤R
1/` ≥ LogR (R ≥ 1).

On choosing R =
√
N/LogN , we get the following version of the Brun-Titchmarsh

Theorem:

Theorem 2.3. The number Z of prime numbers in the interval (y, y +N ] is at most

2(1 + o(1))N/LogN.

We have established this Theorem under the condition y >
√
N , and we let the reader

complete the proof.
This proof shows clearly the sieving effect (in a somewhat vague sense) of the factor

cr(m). The reader will find in (Elliott, 1992) a very same use of this factor.
This example shows that inequality (2.1) “contains” informations on the distribution of

primes in short intervals, since in the Brun-Titchmarsh Theorem, N can be much smaller
than M . Note however that we have access to an upper bound, and this is typical of sieve
results for primes. We shall combine this approach with some analytic material (Mellin
transforms and Cauchy residue Theorem) to get a lower bound, as required for Hoheisel
Theorem.

2.3 An integral hybrid

Let us start by a Lemma due to Gallagher (this is (Gallagher, 1970, Lemma 1), as well as
(Bombieri, 1987/1974a, Theorem 9)).

Local models and pseudo-characters February 12, 2010
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Theorem 2.4. Let c > 1 be a real parameter. With τ = e2π/(cT ), we have∫ T

−T

∣∣∣∣∑
n

wnn
it

∣∣∣∣2dt ≤ π2

sin(π/c)2
T 2

∫ ∞
0

∣∣∣∣ ∑
y<n≤τy

wn

∣∣∣∣2dy/y
for every absolutely convergent series

∑
nwn.

We give a very explicit version of this Lemma but we shall only use it with c = 2 in
the sequel.

Proof. We follow (Bombieri, 1987/1974a, Théorème 9) closely. Let δ > 0 be a parameter
to be chosen. We define

Fδ(x) =

{
δ−1 when |x| ≤ δ/2,
0 else,

whose Fourier transform is given by

F̂δ(t) =
∫ ∞
−∞

Fδ(x)e(xt)dt =
sinπδt
πδt

. (2.4)

We obtain ∑
n

wne
2iπt(Logn)/(2π)F̂δ(t) =

∑
n

wn
̂

Fδ

(
t− Log n

2π

)
.

Parseval identity yields∫ ∞
−∞

∣∣∣∣∑
n

wne
2iπt(Logn)/(2π) sinπδt

πδt

∣∣∣∣2dt =
∫ ∞
−∞

∣∣∣∣ ∑
|Logn−2πx|≤πδ

wnδ
−1

∣∣∣∣2dx.
Let us recall that the function t 7→ (sinπδt)/(πδt) is non-increasing for δ|t| ≤ 1, which
enables us to write(

sin(π/c)
π/c

)2 ∫ (cδ)−1

−(cδ)−1

∣∣∣∣∑
n

wnn
it

∣∣∣∣2 ≤ ∫ ∞
0

∣∣∣∣δ−1
∑

ze−πδ<n≤eπδz

wn

∣∣∣∣2dz/z
≤
∫ ∞

0

∣∣∣∣δ−1
∑

y<n≤e2πδy

wn

∣∣∣∣2dy/y
with 2πx = Log z. We take δ = 1/(cT ) to conclude.

Theorem 2.5. When T ≥ π, we have

∑
r≤R

∑
amod∗r

∫ T

−T

∣∣∣∣∑
n≤N

unn
ite(an/r)

∣∣∣∣2dt ≤ 500
∑
n

|un|2(n+R2T ).

The constant 500 is indeed very large, but see Theorem 2.6 below for an improvement.

February 12, 2010



2.4 A numerical improvement on the Theorem of Gallagher 15

Proof. We use Lemma 2.4 together with Theorem 2.1:

∑
r≤R

∑
amod∗r

∫ T

−T

∣∣∣∣∑
n

unn
ite(an/r)

∣∣∣∣2dt
≤ π2T 2

∫ ∞
0

∑
r≤R

∑
amod∗r

∣∣∣∣ ∑
y<n≤τy

une(an/r)
∣∣∣∣2dy/y

≤ π2T 2

∫ ∞
0

∑
y<n≤τy

|un|2[(τ − 1)y +R2]dy/y

≤ π2T 2
∑
n≥1

|un|2
∫ n

n/τ
[(τ − 1)y +R2]dy/y.

We rewrite this upper bounde as

π2T 2
∑
n≥1

|un|2
(
(τ + τ−1 − 2)n+R2 Log τ

)
.

We conclude by noticing that (ex + e−x − 2) ≤ 11
10x

2 as soon as |x| ≤ 1.

Corollary 2.1. When T ≥ π and M ∈ R, we have

∑
r≤R

µ2(r)
φ(r)

∫ T

−T

∣∣∣∣∑
n≤N

unn
itcr(n+M)

∣∣∣∣2dt ≤ 500
∑
n

|un|2(n+R2T ).

2.4 A numerical improvement on the Theorem of Gallagher

This section is still very much in progress.
We investigate here the proof of Theorem 2.4 with the aim of reducing the constant 500.

Here is a “generic” proof.
Let F be a function to be chosen later. We assume that F (t) = 0 as soon as |t| ≥ 1/2.

Let δ > 0 be a parameter that we shall also chose later. We define

Fδ(x) = F (x/δ).

We thus get ∑
n

une
2iπt(Logn)/(2π)F̂δ(t) =

∑
n

un
̂

Fδ

(
t− Log n

2π

)
.

Parseval indentity yields∫ ∞
−∞

∣∣∣∣∑
n

une
2iπt(Logn)/(2π)F̂δ(t)

∣∣∣∣2dt =
∫ ∞
−∞

∣∣∣∣∑
n

unFδ

(
x− Log n

2π

)∣∣∣∣2dx
=
∫ ∞

0

∣∣∣∣∑
n

unFδ

(Log(y/n)
2π

)∣∣∣∣2dy/y.
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16 CHAPTER 2. LARGE SIEVE INGREDIENTS

Our hypothesis on F implies that the y’s in the relevant range verify e−πδ ≤ y/n ≤ eπδ.
As a consequence∑
r≤R

∑
amod∗r

∫ ∞
−∞

∣∣∣∣∑
n

unn
ite(na/r)F̂δ(t)

∣∣∣∣2dt
≤

∫ ∞
0

∑
n

|un|2
∣∣∣∣Fδ(Log(y/n)

2π

)∣∣∣∣2(y(eπδ − e−πδ) +R2
)
dy/y

≤
∑
n

|un|2
∫ ∞

0

∣∣∣∣Fδ(Log(y/n)
2π

)∣∣∣∣2(eπδ − e−πδ +R2y−1
)
dy

≤
∑
n

|un|2
∫ ∞

0

∣∣∣∣Fδ(Log u
2π

)∣∣∣∣2(n(eπδ − e−πδ) +R2u−1
)
du

≤
∑
n

|un|2n(eπδ − e−πδ)
∫ ∞

0

∣∣∣∣F(Log u
2πδ

)∣∣∣∣2du+R2
∑
n

|un|2
∫ ∞

0

∣∣∣∣F(Log u
2πδ

)∣∣∣∣2du/u.
We change variable by setting u = exp(2πδw). We get

∑
r≤R

∑
amod∗r

∫ ∞
−∞

∣∣∣∣∑
n

unn
ite(na/r)F̂δ(t)

∣∣∣∣2dt
≤ 2πδ

∑
n

|un|2n(eπδ − e−πδ)
∫ ∞
−∞
|F (w)|2e2πδwdw + 2πδR2

∑
n

|un|2
∫ ∞
−∞
|F (w)|2dw

≤ 2πδ
∑
n

|un|2
(
n(eπδ − e−πδ)eπδ +R2

) ∫ ∞
−∞
|F (w)|2dw.

Since F̂δ(t) = δF̂ (δt), we have finally reached∑
r≤R

∑
amod∗r

∫ ∞
−∞

∣∣∣∣∑
n

unn
ite(na/r)F̂ (δt)

∣∣∣∣2dt ≤ 2π
∑
n

|un|2
(
n
e2πδ − 1

δ
+R2δ−1

) ∫ ∞
−∞
|F (w)|2dw.

Now that we have this generic proof at our disposal, we simple have to optimise the choice
of the function F . We want F̂ (δt) ≥ 1 when |t| ≤ T as well as F (x) = 0 when |x| ≥ 1/2.
It is more usual to set G = F̂ and to ask that G(t) ≥ 1 when |t| ≤ δT , and Ĝ(x) = 0 when
|x| ≥ 1/2 (we have to minimize

∫∞
−∞ |G(t)|2dt).

2.4.1 Some material taken from Vaaler

We consider the two functions

H(z) =
(sinπz

z

)2(∑
m∈Z,
m 6=0

sgnm
(z −m)2

+
2
z

)
(2.5)

and
K(z) =

(sinπz
z

)2
. (2.6)
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2.4.1 Some material taken from Vaaler 17

We build from them the following function

G(z) = 1
2

(
H(θ(z + x0)) +K(θ(z + x0))−H(θ(z − x0)) +K(θ(z − x0))

)
. (2.7)

We can also write

2G(z) = H(θ(z + x0))− sgn(θ(z + x0)) +K(θ(z + x0))
−H(θ(z − x0)) + sgn(θ(z − x0)) +K(θ(z − x0)) + 211|z|≤x0

which is ≥ 211|z|≤x0
thanks to (Vaaler, 1985, Lemma 5). This same paper helps us in com-

puting its Fourier transform (see (Vaaler, 1985, (2.29)) and (Vaaler, 1985, Corollary 7)) :

2Ĝ(t) = θ−1 Ĵ(t/θ)− 1
iπt/θ

e(tx0) + θ−1(1− |t/θ|)+e(tx0)

− θ−1 Ĵ(t/θ)− 1
iπt/θ

e(−tx0) + θ−1(1− |t/θ|)+e(−tx0) + 2
e(x0t)− e(−x0t)

2iπt

=
Ĵ(t/θ)
πt

2 sin(2πtx0) + 2θ−1(1− |t/θ|)+ cos(2πtx0).

(Vaaler, 1985, (2.32)) computes the Fourier transform of J and shows in particular that
Ĵ(t) = 0 when |t| ≥ 1. We thus take θ = 1/2 and x0 = δT . We have reached

Ĝ(t) =
Ĵ(2t)
πt

sin(2πtx0) + 2(1− |2t|)+ cos(2πtx0).

We now have to compute its L2-norm. We have∫ ∞
−∞
|Ĝ(t)|2dt = 2

∫ 1/2

0

∣∣ Ĵ(2t)
πt

sin(2πtx0) + 2(1− 2t) cos(2πtx0)
∣∣2dt

= 2
∫ 1/2

0

∣∣2πt(1− 2t) cot(2πt) + 2t
πt

sin(2πtx0) + 2(1− 2t) cos(2πtx0)
∣∣2dt

=
∫ 1

0

∣∣2π(1− t) cot(πt) + 2
π

sin(πtx0) + 2(1− t) cos(πtx0)
∣∣2dt = ρ(x0).

Here is the inequality we have proven so far∑
r≤R

∑
amod∗r

∫ T

−T

∣∣∣∣∑
n

unn
ite(na/r)

∣∣∣∣2dt ≤ 2π
∑
n

|un|2
(
n
e2πδ − 1

δ
+R2δ−1

)
ρ(δT ).

We take δ = 2π/T and compute that ρ(1/(2π)) = 1.7762 +O∗(10−4), which yields

Theorem 2.6. When T ≥ 2 000, we have∑
r≤R

∑
amod∗r

∫ T

−T

∣∣∣∣∑
n

unn
ite(na/r)

∣∣∣∣2dt ≤ 71
∑
n

|un|2(n+R2T ).

The best coefficient with respect to
∑

n |un|2n seems to be 16π2/3 = 52.6378 +
O∗(10−4), got when x0 = 0.
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Chapter 3

On the Mellin transform

3.1 Some smoothed formulae

Let us start by computing some complex integrals.

Lemma 3.1. We have, when x > 0 :

1
2iπ

∫ 2+i∞

2−i∞

x−zdz

z2
=

{
−Log x when x < 1
0 when x ≥ 1.

Lemma 3.2. We have, when x > 0 :

1
2iπ

∫ 2+i∞

2−i∞

2x−zdz
z(z + 1)(z + 2)

=

{
(1− x)2 when x < 1
0 when x ≥ 1.

Proof. Indeed, when x ≥ 1, it is enough to shift the line of integration towards the right.
We have to note that in this case, the polar contributions are to be multiplied by a
coefficient −1 and thate the horizontal segments give no contribution. This sentence may
look mysterious at first glance, so we give now a complete proof. First the integral on a
infinite path is the limit of the integral on a finite path:

1
2iπ

∫ 2+i∞

2−i∞

x−zdz

z(z + 1)
= lim

T,T ′→∞

1
2iπ

∫ 2+iT ′

2−iT

x−zdz

z(z + 1)

where z runs overs the segments from bottom to top, and where T and T ′ tend indepen-
dantly towards infinity. We then compare the integral on a segment to

−1
2iπ

∫ A+iT ′

A−iT

x−zdz

z(z + 1)

for some A ≥ 2 that we shall take large but which is just now fixed. We do this comparison
by applying the Cauchy residue Theorem to the rectangle with corners 2 − iT , 2 − iT ′,
A − iT and A − iT ′. The integrals on the horizontal and vertical segments are bounded
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above respectively by A/T 2 and by A/T ′2 which both tend to 0 when T and T ′ tend to
∞. On another side, no residues belongs to the enclosed area, and thus

1
2iπ

∫ 2+iT ′

2−iT

x−zdz

z(z + 1)
=
−1
2iπ

∫ A+iT ′

A−iT

x−zdz

z(z + 1)
+ o(1)

where this o(1) tends to 0 when T and T ′ tend to infinity. We next note that the integral
over <s = A is O(x−A) since

1
2π

∫ A+iT ′

A−iT

∣∣∣∣ dz

z(z + 1)

∣∣∣∣
is bounded above independantly of T , T ′ and A ≥ 2. We then just have to let A tends to
infinity. We shall summarize this process by saying that “we shift the line of integration
to the right”.

When x < 1, we shift this time the line of integration to the left. We get polar
contribution at z = 0, z = −1 and z = −2 amounting to :

1− 2x+ x2 = (1− x)2

as expected. We prove the first Lemma is a similar fashion but we have to study the
contribution of a double pole at 0.

Here is another classical transform.

Lemma 3.3 (The Cahen-Millen formula). We have, when x > 0 :

e−x =
1

2iπ

∫ 2+i∞

2−i∞
Γ(z)x−zdz

Proof. We shift the line of integration to the LHS. The Γ function has a simple pole at
each −n where −n is a non-positive integer. Its residue there is (−1)n/n! as shown for
instance by the complements formula

1
Γ(z)Γ(1− z) =

sinπz
π

.

This leads to the contribution
∑

n≥0(−x)n/n! = e−x as expected.

3.2 Mellin transforms

Here is how we will use these lemmas. Let f be an arithmetical function, say the divisor
function n 7→ τ(n) that counts the number of (positive) divisors of n. We have∑

n≤x
τ(n) Log

x

n
=
∑
n≥1

τ(n)
1

2iπ

∫ 2+i∞

2−i∞

(n/x)−zdz
z2

=
1

2iπ

∫ 2+i∞

2−i∞

∑
n≥1

τ(n)
nz

xzdz

z2
=

1
2iπ

∫ 2+i∞

2−i∞
ζ(z)2

xzdz

z2
.
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3.3 A truncated Mellin transform 21

Formally, we start with a function f defined over ]0,∞[ and we want to write it in the
shape

f(x) =
1

2iπ

∫ c+i∞

c−i∞
Mf(z)x−zdz. (3.1)

On writing z = c+ 2iπy and x = eu, we get

f(eu) =
∫ ∞
−∞

Mf(c+ 2iπy)e−uce−2iπuydy

that is to say that Mf(c+ 2iπy) is simply the Fourier transform of eucf(eu), i.e.

Mf(c+ 2iπy) =
∫ ∞
−∞

f(eu)euce2iπuydu

or also

Mf(z) =
∫ ∞

0
f(x)xz−1dx. (3.2)

We call Mf the Mellin transform of the function f . The above line of derivation is formal
and the convergence problems may be delicate and are to addressed seriously. It is not
our aim to write a treaty on these questions but to show the reader how to reach (3.1)
and thus how to guess Mf . A usual process consists in using the parameter c to ensure
convergence, but the conditions at 0 and at∞ are often antagonistic. A way to do is then
to write f as f1 + f2, where f1 vanishes when x > 1 and f2 vanishes x < 1, with, for
instance f1(1) = f2(1) = f(1)/2. We can then compute the Melin transforms of f1 and
f2 but in distinct domains of z. If these transforms admit an analytical continuation to a
common domain then Mf1 +Mf2 is a candidate for Mf .

3.3 A truncated Mellin transform

The Mellin transform of the Heavyside function Y which takes the value 0 on (0, 1), then
1/2 at 1 and 1 afterwards is simply 1/z. This transform usually does not decrease in
absolute value sufficiently fast in vertical strips and this leads to convergence problem.∗

The easiest path is to use a truncated transform. The necessary material is contained in
the following Lemma:

Lemma 3.4. When κ > 0 and x > 0, we have∣∣∣∣Y (x)− 1
2iπ

∫ κ+iT

κ−iT

xzdz

z

∣∣∣∣ ≤ xκ

π
min

(
7
2 ,

1
T |Log x|

)
.

The proof will show that we have exactly the same bounds when we take for Y (1) any
other value belonging to [0, 1].

∗These problems are not mere technicalities and concerns deep properties of the functions under
scrutiny.
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22 CHAPTER 3. ON THE MELLIN TRANSFORM

Proof. When x < 1, we select K > κ tending to infinity and write(∫ κ+iT

κ−iT
+
∫ K+iT

κ+iT
+
∫ K−iT

K+iT
+
∫ κ−iT

K−iT

)
xzdz

z
= 0.

The third integral tends to 0 when K tends to infinity. Both integrals on the horizontal
segments are majorised by xκ/(T |Log x|). This yields∣∣∣∣Y (x)− 1

2iπ

∫ κ+iT

κ−iT

xzdz

z

∣∣∣∣ ≤ xκ

πT |Log x| (0 < x < 1).

The same upper bound holds when x > 1, which we prove as above but by shifting the
integration line to the LHS. These bounds are efficient when T |Log x| is large enough;
otherwise we write ∫ κ+iT

κ−iT

xzdz

z
= xκ

∫ κ+iT

κ−iT

dz

z
+ xκ

∫ T

−T

(xit − 1)idt
κ+ it

.

The first integral takes value 2 arctan(T/κ) ≤ π while we use∣∣∣∣ xit − 1
itLog x

∣∣∣∣ =
∣∣∣∣∫ 1

0
eiutLog xdu

∣∣∣∣ ≤ 1

for the second one. This enables us to bound it by 2T |Log x| (even if x = 1), and thus∣∣∣∣ 1
2iπ

∫ κ+iT

κ−iT

xzdz

z

∣∣∣∣ ≤ xκ

π

(π
2

+ T |Log x|
)
.

This is enough when x < 1. When x > 1, we note that

1− xκ

2iπ

∫ κ+iT

κ−iT

dz

z
= 1− xκ

π
arctan(T/κ)

which is ≥ −xκ/2 and ≤ 1 ≤ xκ. In conclusion we have proved that∣∣∣∣Y (x)− 1
2iπ

∫ κ+iT

κ−iT

xzdz

z

∣∣∣∣ ≤ xκ

π
min

(
π + T |Log x|, 1

T |Log x|
)
.

In order to simplify this bound, let us note that

min(π + u, 1/u) ≤ min(α, 1/u)

where α = 1/u0 = π + u0. Since α ≤ 7/2, the Lemma is proved.

We deduce from the previous Lemma the following classical formula.

Theorem 3.1 (Truncated Perron summation formula). Let F (z) =
∑

n an/n
z be a Dirich-

let series absolutely convergent for <z > κa, and let κ > κa. When x ≥ 1 and T ≥ 1, we
have ∑

n≤x
an =

1
2iπ

∫ κ+iT

κ−iT
F (z)

xzdz

z
+O∗

(∫ ∞
1/T

∑
|Log(x/n)|≤u

|an|
nκ

2xκdu
Tu2

)
.
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3.3 A truncated Mellin transform 23

The Theorem in this form comes from (Ramaré, 2007).
In this formula, the error term is essentially raw. Let us note that the range of sum-

mation in ∑
|Log(x/n)|≤u

|an|/nκ

can be rather short. The interval in n can be rewritten as e−ux ≤ n ≤ eux. When u ≥ 1,
the upper bound

∑
n≥1 |an|/nκ is usually enough. When u is smaller, we will normally use

a bound of the shape uxκaB/xκ for some decent B (a constant times Log x for instance),
leading to the error term

O
(
Bxκa Log T

T
+
xκ

T

∑
n≥1

|an|/nκ
)
.

Notice further that the shorter sums we will have to consider are of size ' x/T .

Proof. We start Lemma 3.4 and write

∑
n≤x

an =
∑
n≥1

anY (x/n) =
∑
n≥1

an
1

2iπ

∫ κ+iT

κ−iT

(x/n)zdz
z

+O∗
(∑
n≥1

|an|xκ
πnκ

min
(

7
2 ,

1
T |Log(x/n)|

))
.

Let us set ε = 1/T . We keep the contribution to the error term of the integers n such that
|Log(x/n)| ≤ ε as such. Otherwise, we write

∑
ε≤|Log(x/n)|

|an|xκ
nκ|Log(x/n)| =

∑
ε≤|Log(x/n)|

|an|xκ
nκ

∫ ∞
|Log(x/n)|

du

u2

=
∫ ∞
ε

∑
|Log(x/n)|≤u

|an|xκ
nκ

du

u2
−
∫ ∞
ε

∑
|Log(x/n)|≤ε

|an|xκ
nκ

du

u2

which is enough.

To see the relative strength of this Theorem, let us try to compute the number of
integers not more that x . . . The generating series is of course the Riemann ζ function
which has κa = 1. We select κ = 1 + 1/Log x and reach the error term O(Log(xT )/T )
provided T ≤ x. Concerning the integral, we shift the line of integration to the line κ = 0
where ζ(it) is O(

√|t|+ 2 Log(|t|+ 2)). This finally gives us∑
n≤x

1 = x+O(√T Log T + xLog(xT )/T
)
.

On taking T = x2/3, we reach an error term of size . . . x1/3 Log x. This will help the reader
getting an idea of the loss incurred in using the Perron formula, since the error term O(1)
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24 CHAPTER 3. ON THE MELLIN TRANSFORM

is here possible. One can in fact get Oε(xε) for every ε > 0 by using a smoothed sum
instead of truncing brutally at n ≤ x. The reader will find in (Ramaré, 2007) a way to
reduce this error term to a power of logarithm.

The loss is however largely compensated by the fact that we can now use informations
on the Mellin transforms of our initial sequence.

3.4 Expressing ψ in terms of ζ ′(s)/ζ(s)

We have defined the Tchebyschef function ϑ but it is easier to work with a different
function, namely

ψ(x) =
∑
n≤x

Λ(n). (3.3)

We express it in terms of its Mellin transform via Theorem 3.1 and this yields:

ψ(x) =
1

2iπ

∫ σ0+iT

σ0−iT

−ζ ′(s)
ζ(s)

xs

s
ds+O(xT−1 Log2 x) (3.4)

provided 2 ≤ T ≤ x/2 and with

σ0 = 1 + (Log x)−1. (3.5)

Proof. In Theorem 3.1, we take κ = σ0 and notice that κa = 1. Let us study the error
term, i.e. let us find an upper bound for

I =
∫ ∞

1/T

∑
|Log(x/n)|≤u

Λ(n)
nκ

2xκdu
Tu2

=
∫ 1

1/T
· · ·+

∫ ∞
1
· · · = I1 + I2

say. In case of I1, the range of summation reads e−ux ≤ n ≤ eux. Note that e−u ≥ 1− u
for u, and thus e−ux ≥ x−(x/T ) ≥ x/2. As a consequence, nκ � x in this range of n (and
while 1/T ≤ u ≤ 1). The integer n runs over an interval of length∗ (eu − e−u)x ≤ 3ux.
Thus ∑

|Log(x/n)|≤u

Λ(n)
nκ
� Log x

x
(ux+ 1)� uLog x.

† As a consequence

I1 �
∫ 1

1/T

xuLog x
Tu2

du� xLog2 x

T
.

The treatment of I2 is easier since we simply say that∑
|Log(x/n)|≤u

Λ(n)
nκ
≤
∑
n≥1

Λ(n)
nκ

=
−ζ ′(κ)
ζ(κ)

� 1/(κ− 1) = Log x.

The claimed expression follows readily.

∗The function sh is convex for u ≥ 0. This gives us (shu)/u ≤ (sh 1)/1, hence the inequality. We can
replace the constant 3 by 2 sh 1.

†The number of integer points in an interval of length O(ux) is O(ux+ 1) and this is O(ux) here.
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Chapter 4

The local method of Landau et alia

We shall require some facts on the analytic continuation of the Riemann zeta function and
most of them are recalled in the next chapter. As it turns out, the bound | − ζ ′/ζ(s)| �
Log |=s| valid when |=s| ≥ 2 and |1 − <s|Log |=s| is small enough will be of particular
importance. We take this opportunity to develop some material and to expand on the
historical side.

4.1 The Borel-Caratheodory Theorem

The Borel-Caratheodory Theorem which bounds the modulus of an analytic function in
term of a bound for its real part is of fundamental importance in what follows. Cara-
theodory did not publish it anywhere: Landau says he owns a series a results in this vein
from letters exchanged with him. See in particular (Landau, 1908, Satz I, section 5) and
(Landau, 1926, Lemma 1). (Titchmarsh, 1932, section 5.5) attributes this Theorem to
(Borel, 1897, page 365)∗ and to Caratheodory.

Theorem 4.1 (Borel-Caratheodory). Let F be an analytic function on |s− s0| ≤ R such
that <F (s) ≤ A in this disc. For any r < R, positive, we have

max
|s−s0|≤r

|F (s)− F (s0)| ≤ Ar

R− r
and, for any k ≥ 1,

max
|s−s0|≤r

|F (k)(s)| ≤ 2k!R
(R− r)k+1

(A−<F (s0)).

In fact (Landau, 1908, Satz I, section 5) has a slightly distinct version of the upper
bound. See also (Titchmarsh, 1932, section 5.51), where the author follows roughly Lan-
dau’s proof. This latter one relies on Schwarz’s Lemma, though Landau does not cite the
later (the proof is anyway quite obvious). I do not know whether Schwarz has anteriority
or not. The proof we follow here is essentially the one due Borel, and can be found in
(Tenenbaum, 1995, Theorem 11 and corollaries).

∗Note that this proof has to be somewhat modified to meet our needs.



26 CHAPTER 4. THE LOCAL METHOD OF LANDAU ET ALIA

Proof. R We can assume with no loss of generality that s0 = 0 and that F (s0) = 0
(otherwise consider F (s)−F (s0)). Note that under these assumptions, the corresponding
A, namely A−<F (s0) is non-negative. We expand F is power series:

F (s) =
∑
n≥1

ans
n

and write an = |an|eiθn . We have

<F (Reiθ) =
∑
n≥1

|an|Rn cos(nθ + θn).

We multiply this expression by cos(mθ + θm) and integrate it termwise to get

π|am|Rm =
∫ 2π

0
<F (Reiθ) cos(mθ + θm)dθ.

When m = 0, this reads

0 =
∫ 2π

0
<F (Reiθ)dθ

which we combine with the above to obtain

π|am|Rm =
∫ 2π

0
<F (Reiθ)(1 + cos(mθ + θm))dθ ≤ 2π(A−<F (s0)).

This readily yields, when k ≥ 1,

|F (k)(reiθ)| ≤
∑
n≥k

n(n− 1) · · · (n− k + 1)|an|rn−k

≤ 2(A−<F (s0))
Rk

∑
n≥k

n(n− 1) · · · (n− k + 1)(r/R)n−k = 2
Rk!(A−<F (s0))

(R− r)k+1
.

When k = 0, we use the additional fact that a0 = 0 to get the claimed bound.

4.2 The Landau local method

The proof and the statement of the following Lemma has taken some years to find a proper
shape. One can find traces of it in (Landau, 1908), between equations (92) and (93), see
the definition of F . It will evolve until (Landau, 1926, Lemma 1) to yield a bound on
ζ ′/ζ(s) next to the line <s = 1. At the time, Gronwall and Landau were improving each
other’s bound. See also (Titchmarsh, 1951, section 3.9, Lemma α).

The circle of ideas we present below belongs to this realm.

Lemma 4.1. Let M be an upper bound for the holomorphic function F in |s − s0| ≤ R.
Assume we know of a lower bound m > 0 for |F (s0)|. Then

F ′(s)
F (s)

=
∑

|ρ−s0|≤R/2

1
s− ρ +O∗

(
16

Log(M/m)
R

)
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4.3 Consequence for the Riemann zeta function 27

for every s such that |s− s0| ≤ R/4 and where the summation variable ρ ranges the zeros
ρ of F in the region |ρ− s0| ≤ R/2, repeated according to multiplicity.

This Lemma will be our main tool in what follows. The reader should look at the
very interesting section 3 of (Heath-Brown, 1992a), and more precisely to (Heath-Brown,
1992a, Lemma 3.2). An expression for the real part of F ′(s)/F (s) in terms os the possible
zeros is obtained there. In fact, the proof therein contains an expression for F ′(s)/F (s),
but it seems necessary to take the real part to bound it solely in term of M/m (notations
as above). See however subsection 4.4.3 of this chapter.

See also (Heath-Brown, 1992b) as well as (Ford, 2000, Lemma 2.1 and Lemma 2.2).

Proof. Let us consider

G(s) =
F (s)∏

|ρ−s0|≤R/2(s− ρ)
.

When |s − s0| = R, we have |s − ρ| ≥ |s − s0| − |ρ − s0| ≥ R/2 ≥ |ρ − s0| for the zeros
under consideration, and thus, by the maximum principle, when |s− s0| ≤ R, we have∣∣∣∣ G(s)

G(s0)

∣∣∣∣ =
∣∣∣∣ F (s)
F (s0)

∏
|ρ−s0|≤R/2

s0 − ρ
s− ρ

∣∣∣∣ ≤M/m.

Since this function has no zeros inside |s− s0| ≤ R/2, we can write

G(s)/G(s0) = eH(s) (|s− s0| ≤ R/2)

for an analytic function H that verifies H(s0) = 0. Furthermore <H(s) ≤ Log(M/m). By
the Borel-Caratheodory Theorem, we deduce that∣∣∣∣G′(s)G(s)

∣∣∣∣ = |H ′(s)| ≤ 8R
(R− 2r)2

Log(M/m) (|s− s0| ≤ r < R/2).

We have thus proved our assertion.

4.3 Consequence for the Riemann zeta function

Here is the main consequence of Lemma 4.1:

Lemma 4.2. Let t0 ≥ 4. We have

ζ ′(s)
ζ(s)

=
∑

|ρ−1−it0|≤1

1
s− ρ +O(Log t0) (|s− 1− it0| ≤ 1/2) (4.1)

We use F = ζ, s0 = 1 + it0 and R = 2 We only have to get some polynomial upper
bound for |ζ(s)| when −1 ≤ <s ≤ 3 and =s ≥ 2, as well as a lower bound for |ζ(s0)|.
Concerning the upper bound, here is an expedient way to get one:

ζ(s) = s

∫ ∞
1

[t]
dt

ts+1
=

s

s− 1
− 1

2
− s

∫ ∞
1

B1(t)
dt

ts+1
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28 CHAPTER 4. THE LOCAL METHOD OF LANDAU ET ALIA

where [t] denotes the integer part of t, {t} its fractional part, and B1(t) is the first Bernoulli
function, defined by B1(t) = {t} − 1

2 . We consider the higher order Bernoulli functions,
B2 and B3:

1
2B2(t) =

∫ t

1
B1(u)du+

1
12

= 1
2{t}2 − 1

2{t}+
1
12
.

This function is periodical of period 1 when t ≥ 1 and has mean value 0 over a period (i.e.∫ 2
1 B2(u)du = 0). As a consequence

1
3B3(t) =

∫ t

1
B2(u)du = 1

3{t}3 − 1
2{t}2 + 1

6{t}

is bounded. As it turns out, it is also of zero mean value over a period. Here is why we
have introduced this set of functions:

ζ(s) =
s

s− 1
− 1

2
− s

∫ ∞
1

B1(t)
dt

ts+1

=
s

s− 1
− 1

2
+

s

12
+
s(s+ 1)

2

∫ ∞
1

B2(t)
dt

ts+2

=
s

s− 1
− 1

2
+

s

12
− s(s+ 1)(s+ 2)

6

∫ ∞
1

B3(t)
dt

ts+3

which gives us an expression of the continuation of ζ to <s > −2. In particular, when
|s| ≥ 2 and <s ≥ −1, we find that

|ζ(s)| ≤ 13
12 |s|+

1
2

+ 1
20

|s|3
2
≤ 2

5 |s|3.

Better bounds are available (in fact, |ζ(s)| � |s|3/2 under our conditions), but this will be
enough for us.

We also need a lower bound for 1/|ζ(1 + it0)|. This is readily obtained as follows. We
can modify the above proof to show that

|ζ ′(s)| � (Log t)2 (<s ≥ 1, t = =s ≥ 2).

We use this bound to shift ζ(1 + it0) to ζ(σ + it0) at a cost of O((σ − 1)(Log t0)2). We
next recall the classical Mertens’s inequality∗:

1 ≤ |ζ(σ)|3|ζ(σ + it0)|4|ζ(σ + 2it0)|.
∗To prove it, notice that −ζ′/ζ has a Dirichlet expansion with non-negative coefficients. Since 3 +

4 cos θ + cos(2θ) = 2(1 + cos θ)2 ≥ 0, we find that

0 ≤ 3<−ζ
′

ζ
(σ) + 4<−ζ

′

ζ
(σ + it0) + <−ζ

′

ζ
(σ + 2it0).

Integrating this inequality in σ between σ0 and ∞ yields the desired result. Alternatively, one could use
directly the Dirichlet expansion of Log ζ, which also has non-negative coefficients.
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4.4 Bounding |ζ ′/ζ| next to the line <s = 1 29

Since |ζ(σ)| � 1/(σ − 1) and |ζ(σ + 2it0)| � Log t0, we get

(σ − 1)3/4(Log t0)−1/4 � |ζ(σ + it0)|.

We then take σ = 1 + C(Log t0)−9 for a large enough constant C and get

|ζ(σ + it0)| � 1/(Log t0)7.

This is an apriori bound that is enough for our purpose, but much better is known.
The reader has now all the elements to end the proof of Lemma 4.2. Note that the

proof of

ζ ′(s)
ζ(s)

=
∑

|ρ−1−(Log t0)−1−it0|≤1

1
s− ρ +O(Log t0) (|s− 1− it0| ≤ 1/2)

would have been slightly simpler since the bound

|ζ(1 + (Log t0)−1 + it0)|−1 ≤ |ζ(1 + (Log t0)−1)| � (Log t0)

would have been enough. It is however simply easier to write down the expression we have
chosen!

4.4 Bounding |ζ ′/ζ| next to the line <s = 1

We do not reproduce here a proof of a zero-free region, though we have all the ingredients,
but we content ourselves with citing (Kadiri, 2005):

Theorem 4.2 (Kadiri). The Riemann ζ-function has no zeros in the region

<s ≥ 1− 1
R0 Log |=s| , |=s| ≥ 2, with R0 = 5.69693.

The proof of this result is very intricate, but it is fairly easy to get a similar result with
a much larger value of R0, and even easier to prove it without specifying any admissible
value for R0.

Let s be in the region

<s ≥ 1− 1
2R0 Log(1 + |=s|) , |=s| ≥ 2. (4.2)

Lemma 4.3. We have ∣∣ζ ′/ζ(s)
∣∣� Log t

when <s ≥ 1− 1
2R0

(1 + Log t)−1 where R0 > 0 is the constant of the zero free region given
in Theorem 4.2.
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30 CHAPTER 4. THE LOCAL METHOD OF LANDAU ET ALIA

There exists essentially three ways to bound ζ ′/ζ(s) when s = σ + it0 is well within
the zero free region, i.e. in the region given by (4.2). One is due to Landau, another one
to Linnik and a third one to Titchmarsh. We present the three of them. Let us set

s1 = 1 +
4

R0 Log(1 + t0)
.

We apply Lemma 4.2 to s and s1 and substract:

ζ ′

ζ
(s)− ζ ′

ζ
(s1) =

∑
ρ

s− s1
(s− ρ)(s1 − ρ)

+O(Log t0) (4.3)

When s in the region given by (4.2), we have, for any zero ρ = β+ iγ verifying |s−ρ| ≤ 1,

(1− 1
3)(1− β) ≥ 1− 1

3

R0 Log(1 + t0)
≥ 1

3(σ1 − 1) + (1− σ)

and thus σ − β ≥ (σ1 − β)/3. As a consequence∣∣∣∑
ρ

s− s1
(s− ρ)(s1 − ρ)

∣∣∣�∑
ρ

1/Log t0
|s1 − ρ|2 .

4.4.1 Landau’s way

(Landau, 1926, Hilfsatz 1) remarks that∑
ρ

1/Log t0
|s1 − ρ|2 �

∑
ρ

σ1 − β
|s1 − ρ|2 =

∑
ρ

< 1
s1 − ρ = <ζ

′

ζ
(s1) +O(Log t0).

Note that < ζ′ζ (s1) < 0 (a fact that Landau does not use). But to end the proof, we will
anyway have to use ∣∣∣ζ ′

ζ
(s1)

∣∣∣ ≤ ∣∣∣ζ ′
ζ

(σ1)
∣∣∣� Log t0.

4.4.2 Linnik’s way

(Linnik, 1944a) proposes a different conclusion that shed some more lights as to what
happens. This is the one followed in (Ramaré, 2009). We first deduce from the above
Linnik’s density Lemma:

Lemma 4.4. Let n(t0; r) be the number of zeros ρ of ζ such that |ρ − 1 − it0| ≤ r. We
have

n(t0; r)� 1 + r Log t0.

Proof. Assume r > 0. We use the formula (4.1) with s = 1 + r + it0 and take real part.
We get ∑

|ρ−1−it0|≤1

1 + r − β
|s− ρ|2 � r−1 + Log t0
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4.4.3 Titchmarsh’s way 31

by using
|ζ ′/ζ(s)| ≤ −ζ ′/ζ(1 + r)� r−1.

We can discard any zeros, by positivity, from the left and thus restrict the summation to
the zeros counted in n(t0; r). Note that

1 + r − β
|s− ρ|2 =

r

(1− β + r)2 + (γ − t0)2
≥ r

2(1− β)2 + 2r2 + (γ − t0)2
≥ r

4r2
=

1
4r
.

The Lemma follows readily.

Proof of Lemma 4.3 by Linnik. We again exploit (4.3) but we now remark that |s− ρ| �
|1 + it0 − ρ| and that |s1 − ρ| � |1 + it0 − ρ|. Thus

(Log t0)
∣∣∣∣ζ ′(s)ζ(s)

− ζ ′(s1)
ζ(s1)

∣∣∣∣� ∑
|ρ−1−it0|≤1

1
|1 + it0 − ρ|2 .

Let us use diadic decomposition on this last sum. Set rk = 2k/(R0 Log(t0 + 1)) when
k ≥ 0, so that:∑
|ρ−1−it0|≤1

1
|1 + it0 − ρ|2 =

∑
k≥0

∑
rk<|ρ−1−it0|≤rk+1

1
|1 + it0 − ρ|2

�
∑
k≥0

∑
rk<|ρ−1−it0|≤rk+1

1 + rk+1 Log t0
r2k

�
∑
k≥0

(Log t0)2

2k
� (Log t0)2.

We conclude the proof as before.

4.4.3 Titchmarsh’s way

(Titchmarsh, 1951, Lemma γ, section 3.9) uses yet another way: first get an upper bound
for −<ζ ′(s)/ζ(s) and then apply the Borel-Caratheodory Theorem to this function.

4.5 Bounding |1/ζ| next to the line <s = 1

The analytical upper bound we produce for the mean of the Barban & Vehov weights
relies on a lower bound for |ζ(s)| when s is in the vicinity of the line <s = 1. This is
again a consequence our upper bound for | − ζ ′/ζ(s)|. The reader will first notice that it
is obvious when <s ≥ 1 + 1/(Log 2 + |=s|). Otherwise, let s = σ0 + it0 be in the region
given by (4.2). We have

Log
ζ(σ0 + it0)
ζ(σ1 + it0)

=
∫ σ0

σ1

ζ ′

ζ
(σ + it0)dσ

with σ1 = 1 + (Log t0)−1 + it0. We bound the integrand by O(Log t0), and thus, on taking
real parts:

Log |ζ(σ0 + it0)| = Log |ζ(σ1 + it0)|+O(1). (t0 ≥ 2) (4.4)
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32 CHAPTER 4. THE LOCAL METHOD OF LANDAU ET ALIA

The right-hand side is ≤ Log Log t0+O(1) in absolute value, hence our bound for 1/|ζ(σ0+
it0)|. Note that we could have taken real parts earlier and thus relied only on an upper
bound for −<ζ ′/ζ(s)∗.

4.6 Some other consequences

As a matter of fact, (4.4) gives more information than just a lower bound. Let us start by
recalling the following Lemma, which is a direct consequence of (Montgomery & Vaughan,
1974, Corollary 2).

Lemma 4.5. ∫ T

0

∣∣∣∑
n

ann
it
∣∣∣2dt =

∑
n

|an|2
(
T +O∗(3πn)

)
.

Lemma 4.5 together with (4.4) lead directly to:

Lemma 4.6. Let T ≥ 2 and σ ≥ 1− (12 Log(1 + T ))−1. We have∫ T

1
|ζ(σ + it)|±1dt � T,

∫ T

1
|ζ(σ + it)|±2dt � T.

Proof. We use (4.4) with σ0 = σ and σ1. This leads immediately to∫ T

0
|ζ(σ + it)|±1dt �

∫ T

0
|ζ(σ1 + it)|±1dt

and the same with ±2.† By Cauchy inequality, we have∣∣∣∣∫ T

0
|ζ(σ1 + it)|±1dt

∣∣∣∣2 ≤ T ∫ T

0
|ζ(σ1 + it)|±2dt = T

∑
n≥1

T +O(n)
n2σ1

� T 2

by appealing to Lemma 4.5 below. Furthermore∣∣∣∣∫ T

1
dt

∣∣∣∣2 ≤ ∫ T

1
|ζ(σ + it)|dt

∫ T

1
|ζ(σ + it)|−1dt

hence the lower bounds.

4.7 Better bounds

Using Vinogradov-Korobov – Full-fledged density estimates –

∗The minus sign is here because σ0 ≤ σ1.
†Here ± means we choose a sign + or − and stick to it on both sides of the relation.
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Chapter 5

Some known facts about the
Riemann zeta function

Theorem 5.1. There exists a positive constant c1 ≤ 1/(2 Log 2) such that the Riemann
zeta function has no zero in the region

<s ≥ 1− c1
Log(2 + |=s|)

and further satisfies, for s = σ + it in this region the following bounds:∣∣∣ζ ′
ζ

(s)
∣∣∣� Log(2 + |t|),

∣∣∣ζ(s)− 1
s− 1

∣∣∣� Log(2 + |t|), |1/ζ(s)| � Log(2 + |t|).

The bound on c1 ensures that the region given by this Theorem stays within the half
plane <s ≥ 1/2. It is even its sole purpose. See also (McCurley, 1984), (Kadiri, 2002),
(Kadiri, 2005) and (Ford, 2000).

Note that this Theorem in particular yields the bounds∣∣∣ζ ′
ζ

(s)
∣∣∣� Log(2 + |t|),

∣∣∣ζ(s)− 1
s− 1

∣∣∣� Log(2 + |t|), |1/ζ(s)| � Log(2 + |t|)

for any σ ≥ 1. See also (Cheng & Graham, 2004) and (Cheng, 1999).

Theorem 5.2. We have, when σ ≥ 1/2,

|ζ(σ + it)|+ |ζ ′(σ + it)| � (1 + |t|)1
6−0.000001.

Theorem 5.3. We have, when σ ≥ 0,

|ζ(σ + it)| � (1 + |t|)1/2 Log(2 + |t|).
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Chapter 6

Barban & Vehov weights

While studying an optimisation problem close to the one that is the classical initial found-
ing of the Selberg sieve for prime numbers, Barban & Vehov∗ noticed in (Barban & Vehov,
1968) the property ∑

n≤N

(∑
d|n,
d≤z

µ(d)
Log(z/d)

Log z

)2

� N/Log z. (6.1)

They sketched a proof and later proofs were given later by Motohashi (in 1974, see (Mo-
tohashi, 1983)[section 1.3]) and (Graham, 1978). The novelty of this estimate is that no
additionnal +O(z2) arises, as it does when using a direct approach. This enables us to
avoid the condition N ≥ z2 Log z.

The second novelty in (Barban & Vehov, 1968) comes from the fact that they consider
the weight

λ
(1)
d =


µ(d) when d ≤ z,
µ(d)Log(z2/d)

Log z when z < d ≤ z2,

0 when z2 < d.

(6.2)

(They consider in fact slightly more general weights with a y instead of the z2 that we use
here). Motohashi (see (Motohashi, 1983, section 1.3)) and (Graham, 1978) continued this
study. The Theorem we need is the following.

Theorem 6.1. We have, when x ≥ z ≥ 2,∑
n≤x

(∑
d|n

λ
(1)
d

)2
/n� Log x

Log z
.

When x ≤ z, the sum simply vanishes for every summand does! We will use this
Lemma with h(n) = 1 in which case H(ω) = ζ(ω)� 1/(ω − 1) since ω is real and close
to 1. The proof of this Theorem will be given at the end of chapter 7.

∗For a reason unknown to me but which stems almost surely from older transliteration rules, Vehov is
spelled Vekhov in Zentralblatt
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A reduction step

We can decompose the λ(1)
d ’s as follows

λ
(1)
d = µ(d)

Log(z2/d)
Log z

11d≤z2 − µ(d)
Log(z/d)

Log z
11d≤z. (6.3)
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Chapter 7

An analytical proof of Barban &
Vehov bound

We have chosen to give an analytical proof of Theorem 6.1 that goes through Mellin
transforms because of the flexibility of this method. This is very much the path followed
by (Motohashi, 1978). We give full details.

7.1 A preliminary estimate

Lemma 7.1. The quantity M1(r, y, ω) defined in (8.3) verifies

|M1(r, y, ω)| � r

φ(r)

(∑
d|r

µ2(d)√
d

+ ζ−1(ω) Log y
)

as soon as ω ≥ 1. We understand ζ−1(1) as being = 0.

Proof. On using Lemma 3.1, we get:

M1(r, y, ω) =
1

2iπ

∫ 2+i∞

2−i∞

∑
d≥1,

(d,r)=1

µ(d)
ds+ω

ysds

s2
=

1
2iπ

∫ 2+i∞

2−i∞
Hr(s+ ω)

ysds

ζ(s+ ω)s2

where
Hr(z) =

∏
p|r

(1− p−z)−1. (7.1)

We shift the line of integration to <s = σ1 = 1/Log z. Let c1 > 0 be the constant given
by Theorem 5.1. We have by this Theorem

1/|ζ(σ + it)| ≤ c2 Log(2 + |t|) pour σ ≥ 1− c1(Log(2 + T ))−1 et |t| ≤ T. (7.2)

We choose T = y (a much smaller value would do!) and modify our contour integration
into the following one
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σ1 + iT

σ2 + iT

σ2 − iT

σ1 − iT

σ2 − i

σ2 + i

1
2

+ i

1
2 + i

where σ2 = 1− ω − c1(Log(2 + T ))−1 is ≥ −ω − 1/2 by the hypothesis on ω and c1. We
meet a double pole at s = 0 which we will study later. In the half-plane <z ≥ ω + σ2, we
obviously have

|Hr(z)| ≤
∏
p|r

(1− p−1/2)−1 = Hr(1/2).

On each half-line from σ1 + iT to σ1 + i∞ and from σ1 − i∞ to σ1 − iT , we bound above
1/|ζ(s + ω)| by ζ(ω) ≤ ω/(ω − 1) � Log z, so that the total contribution from these two
half-lines is

�Hr(1/2)(Log z)/z �Hr(1/2).

On the segment going from σ2 + iT to σ1 + iT and symmetically from σ1− iT to σ2− iT ,
we use 1/|ζ(s+ω)| � Log T = Log z, which gives rise to a contribution of a same order as
the preceding one,since xs is here bounded. On the segment going from σ2 + i to σ2 + iT
and from σ2 − iT to σ2 − i, we bound above 1/|ζ(s + ω)| by Log(|t| + 2) where t = =s.
The factor ys is again bounded, so that the contribution to the integral is

�Hr(1/2).

The same upper bound holds true for the segments going from 1
2 + i to σ2 + i and from

σ2− i to 1
2 − i since this time, every factor save Hr(s+ω) is bounded above by constants.

We treat the contribution of the segment going from 1
2 − i to 1

2 + i in the same fashion.
Now that we have bounded the residual contribution, let us estimate the contribution

of the double pole at s = 0. We have, near s = 0,

Hr(s+ ω)
xs

ζ(s+ ω)
=

Hr(ω)
ζ(ω)

+
(Hr(ω)
ζ(ω)

Log x+
H ′
r (ω)
ζ(ω)

− Hr(ω)ζ ′(ω)
ζ(ω)2

)
s+O(s2)
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so that the residue we are interested in reads

R(r, ω, y) =
Hr(ω)
ζ(ω)

Log y +
H ′
r (ω)
ζ(ω)

− Hr(ω)ζ ′(ω)
ζ(ω)2

. (7.3)

We bound above Hr(ω) by Hr(1) = r/φ(r), and∗ −ζ ′(ω)/ζ(ω) by 1/(ω − 1) when y is
large enough.

We still have to treat the derivative H ′
r (ω). We do so by looking at the logarithmic

derivative
H ′
r (ω)

Hr(ω)
= −

∑
p|r

Log p
pω − 1

whose absolute value is not more than −ζ ′(ω)/ζ(ω). As a consequence

|R(r, ω, y)| ≤ r

φ(r)
((ω − 1) Log y + 2).

We conclude by noticing that

Hr(1/2) =
r

φ(r)

∏
p|r

(1 + p−1/2) =
r

φ(r)

∑
d|r

µ2(d)/
√
d (7.4)

The lemma follows readily.

7.2 Proof of the main theorem

We start with a lemma.

Lemma 7.2. We have ∑
n≥1

(∑
d|n,
d≤y

µ(d) Log
y

d

)2

/nω � Log y
ω − 1

as soon as 1 < ω ≤ 1 + 1
2(Log y)−1.

Proof. Let us denote by S the quantity to evaluate. We expand the square and find that

S =
∑

d1,d2≤y

µ(d1) Log y
d1
µ(d2) Log y

d2

[d1, d2]ω
ζ(ω) = S1ζ(ω)

and we are left with bounding S1. We achieve that in two steps. First we use Selberg
diagonalization process. We start by writing

S1 =
∑

d1,d2≤y

µ(d1) Log y
d1
µ(d2) Log y

d2
(d1, d2)ω

dω1 d
ω
2

.

∗See (Ford, 2000, Lemma 2.3). This very same estimate has been proved before, but I forgot the
reference ...
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We next define

fω(r) =
∏
p|r

(pω − 1)

so that, when d is squarefree, we have dω = (fω ? 11)(d). From this we infer that

S1 =
∑
r≤y

µ2(r)
fω(r)
r2ω

M1(r, y/r, ω)2

by using the notations of Lemma 7.1. To use this Lemma, we bound 1/ζ(ω) by∗ O(ω− 1)
and this implies here that ζ(ω)−1 Log(y/r)� 1. We thus get

|S1| �
∑
r≤y

µ2(r)
fω(r)
r2ω

( r

φ(r)

∑
d|r

µ2(d)√
d

)2 �
∑
r≤y

µ2(r)
φ(r)

(∑
d|r

µ2(d)√
d

)2

since, when r is squarefree,

fω(r)
r2ω

( r

φ(r)

)2
=
∏
p|r

pω − 1
p2ω

p2

(p− 1)2
≤
∏
p|r

p− 1
p2

p2

(p− 1)2
=

1
φ(r)

.

By a routine calculation, we infer

|S1| �
∑
r≤y

µ2(r)
φ(r)

∑
d1,d2|r

µ2(d1)µ2(d2)√
d1d2

�
∑

d1,d2≤y

µ2(d1)µ2(d2)√
d1d2φ([d1, d2])

∑
r≤y/[d1d2]

µ2(r)
φ(r)

�
∑
r≤y

µ2(r)
φ(r)

� Log y

since, by multiplicativity,

∑
d1,d2≥1

µ2(d1)µ2(d2)√
d1d2φ([d1, d2])

=
∏
p≥2

∑
α,β≥0,

d1=pα,d2=pβ

µ2(d1)µ2(d2)√
d1d2φ([d1, d2])

=
∏
p≥2

(
1 +

2
(p− 1)

√
p

+
1

(p− 1)p

)
� 1.

We use ζ(ω)� 1/(ω − 1), and the Lemma follows readily

Here is what we were aiming at.

∗See (Bastien & Rogalski, 2002, Corollary 1) as well as (Ford, 2000, Lemma 2.3).

February 12, 2010



7.3 An asymptotic formula 41

Proof of Theorem 6.1. We start with the decomposition (6.3). This leads us to∗

(Log z)2
∑
n≤x

(∑
d|n

λ
(1)
d

)2
/n ≤ 2

∑
n≤x

(∑
d|n,
d≤z2

µ(d) Log
z2

d

)2

/n

+ 2
∑
n≤x

(∑
d|n,
d≤z

µ(d) Log
z

d

)2

/n

so that the result will be implied by the corresponding one on each summand, i.e., when
x ≥ √y, ∑

n≤x

(∑
d|n,
d≤y

µ(d) Log
y

d

)2
/n� (Log x)(Log y)

which we now establish. We notice that∑
n≤x

(∑
d|n,
d≤y

µ(d) Log
y

d

)2
/n ≤ e

∑
n≤x

(∑
d|n,
d≤y

µ(d) Log
y

d

)2
/nω

with ω = 1 + (Log x)−1. We can now drop the condition n ≤ x and apply Lemma 7.2.
The Theorem follows readily.

7.3 An asymptotic formula

We have presented a proof as simple as possible, but it is important to know what is
the best result one can expect. (Graham, 1978) also presents more complete asymptotic
results. It is an easy task to modify† the proof we have presented of Lemma 7.1 to yield

M1(r, y, ω) = R(r, ω, y) +O(Hr(1/2) exp(−c
√

Log(y + 2))
)

(7.5)

for some positive constant c and where R is defined at equation (7.3) and Hr(1/2) is given
by (7.4). To do so, select

T = exp(
√

Log(z + 2)).

Note that −ζ ′/ζ2(ω) tends to 1 when ω tends to one, and this implies that

R(r, 1, y) = Hr(1) = r/φ(r).

∗via |a+ b|2 ≤ 2(|a|2 + |b|2)
†Since this part is reserved for more advanced readers, we shall give much less details concerning the

evaluations.
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Chapter 8

An elementary proof of Barban &
Vehov bound

We have introduced and studied the weights λ(1)
d in the preceding two chapters. We prove

here a Lemma that is going to be a substitute for Lemma 7.1 by elementary means. The
path taken is different from the one followed by (Graham, 1978) and bears similarities
with (Granville & Ramaré, 1996, Lemme 10.2).

8.1 A general Theorem

The Theorem we now present is very efficient when the average mean of the non-negative
multiplicative function g on the primes is close to constant. There are several version of
it, the most precise one being due to (Halberstam & Richert, 1979). The one we give is a
slight modification of the one proposed in (Tenenbaum, 1995) and comes from (Ramaré,
2009, Theorem 9.2).

The starting idea comes from the celebrated paper (Levin & Fainleib, 1967).

Theorem 8.1. Let D ≥ 2 be a fixed real parameter. Assume that g is a non-negative
multiplicative function and that∑

p≥2,ν≥1
pν≤Q

g
(
pν
)

Log
(
pν
) ≤ KQ+K ′ (∀Q ∈ [1, D])

for two constants K,K ′ ≥ 0. Then

∑
d≤D

g(d) ≤ (K + 1)
D

LogD −K ′
∑
d≤D

g(d)/d

whenever D > expK ′.
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Proof. Let us define G(D) =
∑

d≤D g(d) and G̃(D) =
∑

d≤D g(d)/d. On using Log D
d ≤ D

d ,
we get

G(D) LogD =
∑
d≤D

g(d) Log
D

d
+
∑
d≤D

g(d) Log d

≤ D
∑
d≤D

g(d)
d

+
∑

p≥2,ν≥1
pν≤D

g
(
pν
)

Log
(
pν
) ∑
`≤D/pν
(`,p)=1

g(`).

The second summand has been obtained by using

Log d =
∑
pν‖d

Log
(
pν
)
.

Finaly ∑
p≥2,ν≥1
pν≤D

g
(
pν
)
Log

(
rpν
) ∑
`≤D/pν
(`,p)=1

g(`) =
∑
`≤D

g(`)
∑

p≥2,ν≥1
pν≤D/`
(p,`)=1

g
(
pν
)

Log
(
pν
)

≤
∑
`≤D

g(`)K
D

`

and the Theorem follows readily.

8.2 Preliminary Lemmas

Here are the Lemmas on which the method relies.

Lemma 8.1. We have, for any η ≥ 0,∑
p≤x

1
p1+η

= (1 + η) Log
1− 2−η

1− x−η +O(1).

Proof. A partial summation readily yields∑
p≤x

1
p1+η

= (1 + η)
∫ x

2

∑
p≤x

1
dt

t2+η
+O(1/Log x)

= (1 + η)
∫ x

2

dt

t1+η Log t
+O(1) = −(1 + η)

∫ 2−η

x−η

du

Log u
+O(1)

by∗ setting u = t−η. We continue:∑
p≤x

1
p1+η

= −(1 + η)
∫ 2−η

x−η

du

u− 1
− (1 + η)

∫ 2−η

x−η

( 1
Log u

− 1
u− 1

)
du+O(1)

= (1 + η) Log
1− 2−η

1− x−η +O(1)

∗We could dispense with the prime number Theorem
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as announced.

Lemma 8.2. Let c ≥ 0 be a constant. When c(Log x)−1 ≥ ε ≥ 0 and r ≥ 1, we have∑
n≤x

∑
d|n,

(d,r)=1

µ(d)(n/d)ε � x

Log x
.

Proof. The multiplicative function to study can also be written as

gε(n) =
∏
pν‖n,
p-r

(pνε − p(ν−1)ε)
∏
pν‖n,
p|r

pνε = nε
∏
pν‖n,
p-r

(1− p−ε).

We use Theorem 8.1 with g = gε and D = x. We have to bound, when Q ≤ x,∑
pν≤Q,
p|r

pνε Log
(
pν
)

+
∑
pν≤Q,
p-r

pνε(1− p−ε) Log
(
pν
) ≤ ec ∑

pν≤Q
Log

(
pν
)� Q

as required. We get∑
n≤x

gε(n)� x

Log x

∑
n≤x

gε(n)/n� x

Log x

∑
n⊂P (x)

gε(n)
n

(x
n

)ε′+ε
where n ⊂ P (x) means that∗ every prime factor of n is mot more than x and where

ε′ = 1/Log x. (8.1)

We infer from the above that∑
n≤x

gε(n)� x1+ε+ε′

Log x

∏
p≤x,
p-r

(
1 +

∑
ν≥1

(1 + ν(1− p−ε))
pν(1+ε′)

)∏
p|r

(
1 +

∑
ν≥1

1
pν(1+ε′)

)

� x1+ε+ε′

Log x

∏
p≤x

(
1 +

1− p−ε
p1+ε′

+
1

1− p−1
− 1− 1

p

)
� x1+ε+ε′

Log x

∏
p≤x

(
1 +

1− p−ε
p1+ε′

+
2
p2

)
since

1
1− x − 1− x =

x2

1− x ≤ 2x2

when x ≤ 1/2. We employ Lemma 8.1. In our case, we have η = ε′ or η = ε′+ ε, and thus
1− x−η is a constant that is > 0 and < 1. As a consequence∑

p≤x

1
p1+η

= −Log η +O(1) = Log Log x+O(1). (8.2)

The Lemma follows readily.
∗We have omitted the coprimality to r condition.
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Lemma 8.3. Let c ≥ 0 be a constant. When c(Log x)−1 ≥ ε ≥ 0 and r ≥ 1, we have∑
n≤x

∑
d|n,

(d,r)=1

µ(d)(n/d)ετ(n/d)� r

φ(r)
x.

Proof. We proceed as in the preceding proof. The multiplicative function we want to sum
reads

gε(n) =
∏
pν‖n,
p-r

(pνε(ν + 1)− p(ν−1)εν)
∏
pν‖n,
p|r

pνε(ν + 1) = nε
∏
pν‖n,
p-r

(1 + ν(1− p−ε))
∏
pν‖n,
p|r

(1 + ν).

We use Theorem 8.1 with g = gε and D = x. We have to bound, when Q ≤ x,∑
pν≤Q,
p|r

pνε(1 +ν) Log
(
pν
)

+
∑
pν≤Q,
p-r

pνε(1 +ν(1−p−ε)) Log
(
pν
) ≤ ec ∑

pν≤Q
(1 +ν) Log

(
pν
)� Q

as required. We thus get∑
n≤x

gε(n)� x

Log x

∑
n≤x

gε(n)/n� x

Log x

∑
n⊂P (x)

gε(n)
n

(x
n

)ε+ε′
where ε′ is defined in (8.1). We thus get

∑
n≤x

gε(n)� x1+ε+ε′

Log x

∏
p≤x,
p-r

(
1 +

∑
ν≥1

(1 + ν(1− p−ε))
pν(1+ε′)

) ∏
p≤x,
p|r

(
1 +

∑
ν≥1

(1 + ν)
pν(1+ε′)

)
.

Note that∑
ν≥0(1 + ν)p−ν(1+ε′)∑

ν≥0 (1 + ν(1− p−ε))p−ν(1+ε′)
≤
∑

ν≥0(1 + ν)p−ν(1+ε′)∑
ν≥0 p

−ν(1+ε′)
=
∑
ν≥0

1
pν(1+ε′)

≤ p

p− 1

so that ∑
n≤x

gε(n)� r

φ(r)
x1+ε+ε′

Log x

∏
p≤x

(
1 +

(2− p−ε)
p1+ε′

+
( 1

1− p−1

)2 − 1− 1
p

)
� r

φ(r)
x1+ε+ε′

Log x

∏
p≤x

(
1 +

(2− p−ε)
p1+ε′

+
4
p2

)
since ( 1

1− x
)2 − 1− x =

x2

(1− x)2
≤ 4x2

when x ≤ 1/2. We invoke again Lemma 8.1, and in fact, equation (8.2) is enough to end
the proof.
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Lemma 8.4. When ε ≥ 0, we have∑
h≤H

hε =
H1+ε

1 + ε
+O∗(Hε

)
Proof. Indeed, a summation by parts gves us directly∑

h≤H
hε =

∑
h≤H

ε

∫ h

0
dt/t1−ε = ε

∫ h

0

∑
t<h≤H

1 dt/t1−ε

= ε

∫ h

0
(H − t) dt/t1−ε +O∗(Hε).

Let us recall the following classical Lemma.

Lemma 8.5. We have ∑
`≤L

1/` = LogL+ γ +O∗
( 7

12L

)
Lemma 8.6. When ε ≥ 0 and r ≥ 1, we have∑

m≤x
mετ(m) =

x1+ε

1 + ε

(
Log x+ 2γ − 1

1 + ε

)
+O∗(6x1

2+ε).
Proof. Let us denote by S the sum to evaluate. We use Dirichlet hyperbola principle to
write

S = 2
∑
`≤
√
x

`ε
∑
h≤x/`

hε −
( ∑
h≤
√
x

hε
)2

= 2
x1+ε

1 + ε

∑
`≤
√
x

1
`

+O∗(xε√x)− x1+ε

(1 + ε)2
+O∗(xε(2√x+ 1))

= 2
x1+ε

1 + ε

∑
`≤
√
x

1
`
− x1+ε

(1 + ε)2
+O∗(4x1

2+ε)
=
x1+ε

1 + ε
(Log x+ 2γ)− x1+ε

(1 + ε)2
+O∗(6x1

2+ε)
with the help of Lemma 8.5.

8.3 The method

We define here

Mk(r, y, ω) =
∑
d≤y,

(d,r)=1

µ(d) Logk(y/d)
dω

. (8.3)

Here is the main Lemma :
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Lemma 8.7. Let c ≥ 0 be a constant. When c(Log x)−1 ≥ ε ≥ 0 and r ≥ 1, we have

|M0(r, x, ω)| �c 1, |M1(r, x, ω)| �c r/φ(r).

Proof. It is easier to write ω = 1 + ε and to discuss in terms of ε. Let us start with
M0(r, x, ω). We start with

S0 =
∑
n≤x

∑
d|n,

(d,r)=1

µ(d)(n/d)ε

which is O(x/Log x) by Lemma 8.2. Let us write this sum differently:

S0 =
∑
d≤x,

(d,r)=1

µ(d)
∑

m≤x/d

mε

and we employ Lemma 8.4 to reach

S0 =
x1+ε

1 + ε

∑
d≤x,

(d,r)=1

µ(d)
d1+ε

+O(x).

By conjugating both estimates, we indeed get

M0(r, x, ω)� 1.

Let us now consider M1(r, x, ω). We start from

S1 =
∑
n≤x

∑
d|n,

(d,r)=1

µ(d)(n/d)ετ(n/d)

which is O(xr/φ(r)) by Lemma 8.3. Let us write this sum differently:

S1 =
∑
d≤x,

(d,r)=1

µ(d)
∑

m≤x/d

mετ(m)

and we use Lemma 8.6 to reach

S1 =
x1+ε

1 + ε

∑
d≤x,

(d,r)=1

µ(d)
d1+ε

(
Log

x

d
+ 2γ − 1

1 + ε

)
+O∗

(
18x1+ε

)

since
∑

d≤x 1/
√
d ≤ 2

√
x. So more work using the bound on of M0(r, x, ω) leads to the

claimed result.

It is not difficult to get along these lines the following Lemma:
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Lemma 8.8. Let c ≥ 0 be a constant. When c(Log x)−1 ≥ ε ≥ 0 and r ≥ 1, we have

|Mk(r, x, ω)| �c,k

( r

φ(r)

)k
(Log x)k−1.

Proof. Indeed, take instead of Lemma 8.3, we prove that∑
n≤x

∑
d|n,

(d,r)=1

µ(d)(n/d)ετk+1(n/d)�
( r

φ(r)

)k
x(Log x)k−1.

We then continue as above.

Here is a surprising elementary consequence of the estimate for M1(r, k, ω).

Lemma 8.9. We have ∣∣∣ ∑
d≤x,

(d,r)=1

µ(d)
d
− xε

∑
d≤x,

(d,r)=1

µ(d)
d1+ε

∣∣∣�c ε
r

φ(r)

as soon as 0 ≤ ε ≤ c(Log x)−1.

Proof. It is enough to consider∫ ε

0

∑
d≤x,

(d,r)=1

µ(d)xη

d1+η
Log(x/d)dη � ε

r

φ(r)
.
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Chapter 9

More general weights

We have consider the initial weights λ(1)
d due to Barban & Vehov. As it turns out, some

stronger weights may be required, and (Motohashi, 1978, Lemma 5) indeed provides us
with such generalizations. Let us describe a particular case: We set

λ
(2)
d =

µ(d)
2(Log z)2

((
Log

z

d

)2
11d≤z − 2

(
Log

z2

d

)2
11d≤z2 +

(
Log

z3

d

)2
11d≤z3

)
. (9.1)

Incidentally, the reader will have recognized there a linear combination of the weights used
by (Goldston et al., 2009). This linear combination has the effect that

λ
(2)
d = µ(d) when d ≤ z (9.2)

a property that is fundamental for our approach. These weights verify also:

Lemma 9.1. We have, when x ≥ y1/3,∑
n≤x

(∑
d|n,
d≤y

µ(d)
(

Log
y

d

)2
)2

/n� Log x(Log y)3.

And this implies:

Theorem 9.1. We have, when x ≥ z,∑
n≤x

(∑
d|n

λ
(2)
d

)2
/n� Log x

Log z
.

In fact, much more is true and Motohashi proves that

Theorem 9.2. We have, when x ≥ z,∑
n≤x

τ(n)
(∑
d|n

λ
(2)
d

)2
/n�

(Log x
Log z

)2
.
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Chapter 10

A proof of Hoheisel Theorem

We give a proof of Theorem 0.1. This proof contains many parameters and we give here
their priority (see (10.14)):

• Z is a small power of x.

• z is a small power of x, much smaller than Z. We assume that z4 ≤ x. See (10.15).

• T is about the size of z though slightly smaller; in fact z = R2T , where R is small.

• R is a small power of x, much smaller than z or T .

10.1 Introduction of the Mellin transform

We express the function ψ defined by (3.3) in terms of its Mellin transform via (3.4). The
quantity we are really interested in is ψ(x)− ψ(x− h) for some h ∈ [1, x/2]. We shift the
line of integration from <s = σ0 to

s = σ3 = 1− c1/Log(T + 2) (10.1)

where c1 comes from Theorem 5.1. This yields

ψ(x)− ψ(x− h)− h =
1

2iπ

∫ σ3+iT

σ3−iT

−ζ ′(s)
ζ(s)

xs − (x− h)s

s
ds+O(xT−1 Log2 x). (10.2)

This uses the kernel

∆(x, h; s) =
xs − (x− h)s

s
=
∫ x

x−h
us−1ds. (10.3)

We have clearly |∆(x, h; s)| ≤ h(x − h)<s−1 when <s ≤ 1. Note however that the simple
bound |∆(x, h; s)| ≤ 2x<s/|s| is more efficient when |s| is large.
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10.2 Building the companions

We now consider
Vr(s) =

∑
n≥2

cr(n)
(∑
d|n

λ
(1)
d

)
/ns. (10.4)

This function has the good idea to (almost) factor. Note that the summation can be
restricted to integers n > z.

Theorem 10.1.
1 + Vr(s) = ζ(s)Mr(s, λ

(1)
d ) (10.5)

where

Mr(s, λ
(1)
d ) =

∑
u|r,
d≤z2

uµ(r/u)λ(1)
d

[u, d]s
. (10.6)

Here is the upper bound we shall need

|Mr(s, (ξd)d≤D)| �c′ ‖ξd‖∞r2D1−σ LogD, (0 ≤ <s = σ ≤ 1 + c′/LogD). (10.7)

Here (ξd)d≤D is any sequence of complex numbers bounded in absolute value by ‖ξd‖∞
and whose support is included in [1, D], where D ≥ 2. The LogD can be omited when
σ ≤ 1/2.

Proof. Let us start by recalling that

cr(n) =
∑
u|r,
u|n

uµ(r/u). (10.8)

As a consequence

1 + Vr(s) =
∑
u|r,
d≤z2

uµ(r/u)λ(1)
d

∑
[u,d]|n

1/ns = ζ(s)
∑
u|r,
d≤z2

uµ(r/u)λ(1)
d

[u, d]s

as announced. Let us prove (10.7). We write

|Mr(s, (ξd)d≤D)| ≤ ‖ξd‖∞
∑
u|r,
d≤D

u

[u, d]σ
= ‖ξd‖∞r2

∑
d≤D

1
dσ
�c′ ‖ξd‖∞r2D1−σ LogD

where σ = <s.∗
∗When |σ − 1| ≤ 1/LogD, the summation is � δ−σ

P
d≤D/δ 1/n � δ−σ LogD. Otherwise, when

σ ≥ 1 + (LogD)−1, it is � δ−σζ(σ)� δ−σ Log z. Finally, when σ ≥ 1− (LogD)−1, a summation by parts
is enough.
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Here is a formal identity that gives us a decomposition of 1:

1 = V 2
r + 2(1 + Vr)− (1 + Vr)2.

There follows a decomposition of −ζ ′/ζ which we modify with the help of (10.5), until
we reach

−ζ
′

ζ
= −ζ

′

ζ
V 2
r − 2ζ ′Mr + ζ ′ζM2

r . (10.9)

The next step is encompassed in the next lemma.∗

Lemma 10.1. Assume that 1 ≤ h ≤ x/2. We have

ψ(x)− ψ(x− h)− h =
−1
2iπ

∫ σ3+iT

σ3−iT

ζ ′(s)
ζ(s)

V 2
r (s)

xs − (x− h)s

s
ds

+O(r4xT−2/3 Log x+ r4z2T 1/3hx−1/2).

We could improve considerably the dependence in r and z in the error term but we
prefer to stick to the simplest line of argument.

Proof. We start from (10.9). We shift the line of integration for the integral of the last
two summands in <s = 1/2. The horizontal integrals that occur ar

� r4T 1/3x max
1/2≤σ≤1

(z4/x)1−σ(Log x)/T � r4T 1/3x(Log x)/T

by Theorem 5.2. The initial error term O(xT−1(Log x)2) gets incorporated by this one.
On using this same result, we prove that the integrals on the segment <s = 1/2 are

� r4z2T 1/3hx−1/2.

We now have at our disposal a family of representations of ψ(x) − ψ(x − h), which
reminds of the so called ampliation technique of Iwaniec; the same mechanisms are indeed
used†. Here is our fundamental inequality

|ψ(x)− ψ(x− h)− h| � h exp
(
− c1 Log x

Log(T + 2)

)
Log T

∫ σ3+iT

σ3−iT
|Vr(s)|2|ds|

+ r4xT−2/3 Log x+ r4z2T 1/3hx−1/2. (10.10)

∗This kind of decomposition comes from the theory of density estimates, see for instance... It has then
been used with success in several places directly on prime numbers, by Linnik and many others.

†The word originally used by Iwaniec is indeed “ampliation” and not “amplification”, though subse-
quent authors have more used the second form. The global meaning is preserved with one or the other.
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10.3 A good representation of Vr(s) when <s is close to 1

We need a representation of Vr(s) in the form of an absolutely convergent series. This is
the object of this paragraph.

We consider, when <s ≥ 1/2,

V ?
r (s;Z) =

1
2iπ

∫ 1+i∞

1−i∞
Γ(w)Vr(s+ w)Zwdw. (10.11)

We readily check that

V ?
r (s;Z) =

∑
n≥2

cr(n)
(∑
d|n

λ
(1)
d

)
e−n/Z/ns (10.12)

by appealing to Lemma 3.3. On shifting the line of integration to <w = −<s, we get

V ?
r (s;Z) = Vr(s) + Γ(1− s)Z1−sMr(1, λ

(1)
d ) +O(r2z2T 1/2Z−<s Log T ). (10.13)

Let us formalise this result in a Lemma.

Lemma 10.2.

Vr(s) = V ?
r (s;Z)− Γ(1− s)Z1−sMr(1, λ

(1)
d ) +O(r2z2T 1/2Z−<s Log T )

when 1/2 ≤ <s ≤ 1.

Proof. We have to bound ∫ −<s+i∞
−<s−i∞

|Γ(w)ζ(s+ w)Zw|dw.

We split the integral at =w = ±t where t = |=s|. When |=w| ≤ T , we use |ζ(s + w)| �√
1 + tLog T , while we use |ζ(s+ w)| �√

1 + |=w|Log(1 + |=w|).

We will have to bound the absolute value of Mr(1, λ
(1)
d ). First note that∗

Mr(1, λ
(1)
d ) =

∑
u|r,
d≤z2

(u, d)µ(r/u)λ(1)
d

d

=
∑
δ|r

φ(δ)
∑
δ|u|r

µ(r/u)
∑
δ|d≤z2

λ
(1)
d

d
= φ(r)

∑
r|d≤z2

λ
(1)
d

d
.

The decomposition (6.3) gives us

Mr(1, λ
(1)
d ) =

φ(r)
r

M1(r, z2/r, 1)−M1(r, z/r, 1)
Log z

∗By first using [u, d] = ud/(u, d) followed by (u, d) =
P
δ|u,δ|d φ(δ).
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on recalling definition (8.3). We thus apply Lemma 7.1 to infer that

|Mr(1, λ
(1)
d )| � 1

Log z

∑
d|r

µ2(d)√
d
.

We will also require the following bound:∫ σ3+iT

σ3−iT
|Γ(1− s)|2|ds| =

∫ σ3+iT

σ3−iT
|Γ(2− s)|2 dt

|1− s|2

=
1

1− σ3

∫ T/(1−σ3)

−T/(1−σ3)
|Γ(2− σ3 + iu(1− σ3))|2 du

1 + u2

≤ Γ(2)
1− σ3

∫ ∞
−∞

du

1 + u2
=
π Log T
c1

.

10.4 Using the large sieve inequality

We have built a family of representations of ψ(x)−ψ(x− h)− h and we are now going to
use this family to benefit from an averaging affect. We only have to write∑

r≤R

µ2(r)
φ(r)

|ψ(x)− ψ(x− h)− h|

� h exp
(
− c1 Log x

Log(T + 2)

)
Log T

∫ σ3+iT

σ3−iT

∑
r≤R

µ2(r)
φ(r)

|Vr(s)|2|ds|

+R4xT−2/3 Log x+R4z2T 1/3hx−1/2

(σ3 is defined in (10.1)). Lemma 10.2 provides us with a good representation of Vr(s),
which we introduce here

|ψ(x)− ψ(x− h)− h|

� h exp
(
− c1 Log x

Log(T + 2)

)Log T
LogR

∫ σ3+iT

σ3−iT

∑
r≤R

µ2(r)
φ(r)

|V ?
r (s;Z)|2|ds|

+ h exp
(
− c1 Log x

Log(T + 2)

)Log T
LogR

+R4z4TZ−3/2 +R4xT−2/3 Log x+R4z2T 1/3hx−1/2

provided Z be a power of T . Inded, this is used to bound (Log T )Z−2σ3 by Z−3/2. We use
the large sieve inequality, in fact the hybrid version contained in Theorem 2.5. This gives
us∫ σ3+iT

σ3−iT

∑
r≤R

µ2(r)
φ(r)

|V ?
r (s;Z)|2|ds| �

∑
n>z

(∑
d|n

λ
(1)
d

)2
e−2n/Z(n+R2T )n−2σ3

�
∑
n>z

(∑
d|n

λ
(1)
d

)2
e−2n/Z(1 +R2Tz−1)n1−2σ3 .
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This is at this level that we use the fact that each factor vanishes when n ≤ z: we need it
to control the part containing the factor T . We continue with an integration by parts

∑
n>z

(∑
d|n λ

(1)
d

)2

n2σ3−1
e−2n/Z =

∑
n>z

(∑
d|n λ

(1)
d

)2

n2σ3−1

∫ ∞
n

2
Z
e−2t/Zdt

=
2
Z

∫ ∞
z

∑
z<n≤t

(∑
d|n λ

(1)
d

)2

n2σ3−1
e−2t/Zdt.

We continue by simply noticing that, when n ≤ t, we have n2σ3−1 ≥ t2σ3−2n. This puts
us in a position to apply Theorem 6.1:

∑
n>z

(∑
d|n λ

(1)
d

)2

n2σ3−1
e−2n/Z ≤ 2

Z

∫ ∞
z

∑
z<n≤t

(∑
d|n λ

(1)
d

)2

n
t2(1−σ3)e−2t/Zdt

�
∫ ∞
z

Log t
Log z

t2(1−σ3)e−2t/Zdt/Z

� (Z/2)2(1−σ3)

∫ ∞
2z/Z

Log u+ LogZ
Log z

u2(1−σ3)e−udu

which is then

� (Z/2)2(1−σ3)

∫ ∞
1

Log u
Log z

u2(1−σ3)e−udu+
LogZ
Log z

(Z/2)2(1−σ3)Γ
(

1 +
2c

Log T

)
� exp

( 2c1 LogZ
Log(T + 2)

)
.

All this leads to the bound

|ψ(x)− ψ(x− h)− h| � h exp
(
−c1 (Log x− 2 LogZ)

Log(T + 2)

)Log T
LogR

+R4z4TZ−3/2 +R4xT−2/3 Log x+R4z2T 1/3hx−1/2

We then take
R = z1/100, T = z49/50, Z = z502/300 (10.14)

so that the above inequality reduces to

|ψ(x)− ψ(x− h)− h|/h� exp
(
−50c1

49
Log x
Log z

)
+ h−1 +

x

h
z−46/75(Log x) + z71/30x−1/2.

We finally select
z = (2x/h)2 (10.15)

hence
|ψ(x)− ψ(x− h)− h|/h� exp

(
−25c1

49
Log x

Log(2x/h)

)
+

Log x
x/h

.

provided that x/h ≤ x1/10. We conclude as follows: when h = xθ with θ close enough
to 1, but with x/h ≥ Log2 x, the RHS is ≤ 1/2. The Theorem follows.
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Chapter 11

Gallagher prime number Theorem

It is time for us to present the Gallagher prime number Theorem. We need some prepa-
rations to do so. Let us first recall the following classical result on zeros of L-functions.

Theorem 11.1. There exists a positive constant c with the following property. For any
Q ≥ 2, any T ≥ 2 and any primitive Dirichlet character χ modulo q ≤ Q, the Dirichlet
L-function attached to χ does not have any zero in the region (in σ + it)

σ ≥ 1− c

Log(QT )
, |t| ≤ T

save maybe for single such L-function which is then attached to a real character. This
function can have at most one real zero in this region.

This is the classical so called Landau-Page Lemma. Let us mention here, since it
seems to be much less known that (Hinz, 1980/81) replaces the Log(QT ) by LogQ +
(Log T )2/3(Log Log T )1/3 provided T be ≥ 10. See also (Bartz, 1988). It is possible to
work out an explicit value of c, see (McCurley, 1984), (Kadiri, 2002), (Kadiri, 2009) and
(Liu & Wang, 2002). Most probably an admissible value should be around 1/8 or even
larger.

When χ is a Dirichlet character, we define

ψ(x, χ) =
∑
n≤x

Λ(n)χ(n), ϑ(x, χ) =
∑
p≤x

Log pχ(p). (11.1)

If an exceptional (with respect to c) character exists, its corresponding zero is called
an exceptional zero, or a Siegel zero. Given a primitive character χ to the modulus q, we
consider

ψ̃(x, χ) =


ψ(x)− x when q = 1,
ψ(x, χ) if χ is not exceptional and q ≥ 3,
ψ(x, χ) + xρ

ρ if χ is not exceptional with exceptional zero ρ.

Having these preparations at hand, we can state the main Theorem.
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Theorem 11.2 (Gallagher prime number Theorem). There exists effective constants a0,
a1 and a2 such that∑

q≤Q

∑
χ primitive modulo q

|ψ̃(x, χ)− ψ̃(x− h, χ)| ≤ a1∆h exp
(
−a2

Log x
LogQ

)
provided

Qa0 ≤ x/Q ≤ h ≤ x, exp(
√

Log x) ≤ Q
and where ∆ = 1 when no exceptional character occurs, and ∆ = (1− ρ) LogQ is there is
one (with exceptional zero ρ).

The constants a0, a1 and a2 depend on c from Theorem 11.1.
Let us show how to derive Linnik Theorem on the least prime in an arithmetic pro-

gression, namely:

Theorem 11.3. There exists a constant L with the following property. Let q be a modulus,
and a an invertible residue class modulo q. The least prime ≡ a[q] is � qL.

Proof. We start by noticing that

ϑ(x; q, a) =
∑
p≤x,
n≡a[q]

Log p =
1

φ(q)

∑
χmod q

χ(a)ϑ(x;χ)

where ϑ(x;χ) is defined in (11.1). We have to go from characters to primitive characters.
Assume χ is induced by the primitive character χ∗ modulo f. Then we have

ϑ(x;χ∗) = ϑ(x;χ) +
∑
p|q,
p-f

χ(p) Log p = ϑ(x;χ) +O(Log q)

and thus
ϑ(x; q, a) =

1
φ(q)

∑
f|q

∑
χ∗mod q,
χ∗ primitive

χ(a)ϑ(x;χ∗) +O(Log q).

We go from ϑ to ψ by

ϑ(x;χ) = ψ(x;χ) +O(ψ(x)− ϑ(x)) = ψ(x;χ) +O(
√
x)

so that
ϑ(x; q, a) =

1
φ(q)

∑
f|q

∑
χ∗mod q,
χ∗ primitive

χ(a)ψ(x;χ∗) +O(
√
x+ Log q).

Once these easy things are established, the real proof can start. Assume first that no
primitive character either modulo q or to any divisor f of q is exceptional. Then

ϑ(x; q, a) =
x

φ(q)
+

1
φ(q)

∑
f|q

∑
χ∗mod q,
χ∗ primitive

χ(a)ψ̃(x;χ∗) +O(
√
x+ Log q). (11.2)

=
x

φ(q)
+

1
φ(q)
O
(
x exp

(
−a2

Log x
Log q

))
+O(

√
x+ Log q) (11.3)
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on appealing to Theorem 11.2 with h = x, Q = q and provided that

qa0+1 ≤ x,
√

Log x ≤ Log q.

The second error term is not more than the main term when q3 ≤ x. As for the first error
term, it is ≤ 1

2(x/φ(q)) when q is a small enough power of x. This proves the Theorem in
this case.

Assume now that one of the characters that appears in (11.4) is exceptional. Say χ1

(which is real-valued) with exceptional ρ = 1− δ. We then get

ϑ(x; q, a) =
x

φ(q)
− χ1(a)x1−δ

φ(q)(1− δ) +
1

φ(q)

∑
f|q

∑
χ∗mod q,
χ∗ primitive

χ(a)ψ̃(x;χ∗) +O(
√
x+ Log q).(11.4)

=
x

φ(q)
− χ1(a)x1−δ

φ(q)(1− δ) +
1

φ(q)
O
(
δ(Log q)x exp

(
−a2

Log x
Log q

))
+O(

√
x+ Log q)

under the conditions as above. Note that if χ1(a) = −11, we are in a even better position
as before (the main term is almost doubled), but when χ1(a) = 1, some cancellation may
happen. Let us investigate in which measure:

x

φ(q)
− x1−δ

φ(q)(1− δ) =
x(1− xδ)
φ(q)

− δx1−δ

φ(q)(1− δ) ≥
δxLog x
φ(q)

− δx1−δ

φ(q)(1− δ)
≥ δxLog x

φ(q)

(
1− δ

xδ(1− δ)
)
≥ δxLog x

φ(q)
1− 2δ
1− δ ≥

δxLog x
2φ(q)

since δ is small. Since δ Log x ≥ δ Log q, we can conclude as before.
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Chapter 12

A geometrical approach to the
sieve

Though the notion of sieve dates back from Erathostenes, and though it has been for-
malised somewhat by Legendre, it is really the norwegian mathematician Viggo Brun who
made it into an effective tool in (Brun, 1919). Its approach is precursory of the modern
combinatorial sieve. Atle Selberg has then introduced a another line of approach. A third
stream was to be initiated at about the same time (1940-1945) by Yu Linnik, but it is
only aroung 1970 that the link between Linnik’s idea and sieve theory became clear.∗

12.1 The sieve problem

Let us start by detecting prime numbers among the integers from [1, N ] by a “sieve”
process. We use this term with caution for it covers many different processes that differ
noticeably, though they have many points in common. Here what we mean by “sieving”
is the following: we know that an integer n is a prime if and only if it does not any prime
factors its squareroot. Subsequently every prime number >

√
N is congruent to some

invertible element modulo every q ≤ √N . It is this very property that we want to exploit.
Note that the prime numbers below

√
N are in negligible quantity.

We start more precisely with two objects:

[a] A finite host sequence A, for instance the series of integers between
M + 1 et M +N .

[b] For every q ≤ Q, a subset Kq ⊂ Z/qZ.

We of course assume that the sequence (Kq)q is consistant, by which we mean that
σq→d(Kq) = Kd as soon as d|q where σq→d denotes the canonical projection from Z/qZ
onto Z/dZ. More importantly, we assume this sequence to be multiplicatively split, i.e.
that Kd1d2 ' Kd1 ×Kd2 whenever (d1, d2) = 1, via the chinese isomorphism. This is easily
seen to be equivalent to the giving, for each prime number p, of a consistant sequence

∗Or at least, clearer...
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(Kpν )ν where Kpν ⊂ Z/pνZ. Let us remark here that when B denotes un set of classes
modulo d, we use the same symbol B to denote the set of the integers ∈ N that belong
to these classes or even for those integers modulo q that are such that σq→d(x) falls in B,
when d|q. Let me add here that the sequence (Kq)q indeed defines a compact set K in
Ẑ = lim

←
Z/nZ, which explains our terminology.

The object we want to investigate is

A(K) = {n ∈ A / ∀q ≤ Q, n ∈ Kq}. (12.1)

One of our main problem is to build a function majorising its characteristic function, or,
more simply, to get an upper bound for its cardinality.

This is what we call the sieve problem. This way of doing differs from the points of
view taken in (Bombieri, 1987/1974b)or in the lectures on sieves from (Selberg, 1991) on
several aspects:

(1) The usual approach considers the classes one removes modulo q and not the ones
that are kept. This induces a lack of regularity in the expressions that one has to
manipulate. The reader will however find traces of our way of doing in (Bombieri
& Davenport, 1968) where the authors prove the Brun-Titchmarsh Theorem in an
astonishing fashion.

(2) We consider what happens modulo p, but also what happens modulo p2, p3, . . .
and this induces difficulties. (Gallagher, 1974) gives a partial answer on how to
deal with this problem when the host sequence is an interval and (Selberg, 1976) a
more complete answer, but the complexity of the resulting expressions forces him
again to restrict his attention to intervals, so as to be able to use the large sieve
inequality to control the error term. This exposition is also somewhat lengthy.

(3) We usually introduce an auxiliary polynomial P and consider the congruence
P (n) ≡ 0[q]. This is not required here, which renders this approach more “natural”

12.2 Some examples of compacts sets

Here are some examples of compacts sets.

Example 1. First of all, the sequence (Z/qZ)q is a compact set. It is even the largest one.
grand. —

Example 2. Let us denote by Uq the set of invertible elements in Z/qZ; this set is also the
multiplicative group of Z/qZ. Then (Uq)q∈Q is a compact set, and if we take for Q the
set of all the integers q ≤ √N , then every prime number between

√
N and N falls in Uq

modulo q. —

Example 3. Consider the compact set (Uq ∩ (Uq − 2)). On taking Q as above (i.e. the set of
every integers q ≤ √N), every prime number p such that p + 2 is again a prime number
falls in Uq ∩ (Uq − 2) modulo q. —
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Example 4. Let us now take, for every integer q, Kq to be the set of squares modulo q. We
readily check that (Kq) is again a compact set. More gerenally, we can take the set of
values taken modulo q by a given polynomial with integer coefficients. —

Example 5. When x lies in Z/qZ, we have the notion of gcd of x and q at our disposal, and
this is simply the gcd of y and q for any y congruent to x modulo q. This definition is
easily checked to be independant of the choice of y, so we denote by (x, q) this gcd. We
take Kqto be the set of classes modulo q which gcd with q is squarefree. Then (Kq) is a
compact set. Remarkably enough∗, for every q, a squarefree integer always falls modulo q
inside Kq. —

The compact sets in these five examples (The first three were (Z/qZ), (Uq) et (Uq ∩
(Uq − 2))) are multiplicatively split.

The squarefree case

We shall say that we are in the squarefree case whenever Kq = σ−1
q→d(Kd) as soon as

d|q and they have the same prime factors. Consequently, Kpν contains exactly the same
information as does Kp : when we know that x lies in Kp, then this element is automatically
in every Kpν for ν ≥ 1.

Historically speaking, the first sieve that appeared where squarefree. This condition
appears naturally in the framework of the combinatorial sieve and simplifies the usual
exposition of the Selberg sieve. The first sieve that were not squarefree are found in
(Gallagher, 1974) closely followed by (Selberg, 1976). (Motohashi, 1983) adresses also this
problem.

∗The remarkable fact here lies in that, given a squarefree n, it falls inside Kq for q. In the case of prime
numbers, for instance, one has to add the condition q < n.
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Chapter 13

Local models

13.1 Local models

Let M be a multiplicatively large integer, say

M = lcm(d, d ≤ N + 2).

Let us investigate more closely the compact set

KM = UM
⋂

(UM − 2)

An integer that verifies
√
N + 2 < n ≤ N is prime, and such that n+2 is also prime if and

only if n modulo M falls in KM . This set is however extremely large since∗ M = e(1+o(1))N

(which is to be compared with the length of the interval that n ranges, i.e. (1 + o(1))N).
Let us expand its characteritic function in Fourier series:

11KM (n) =
∑

bmodM

(
1
M

∑
c∈KM

e(−bc/M)
)
e(bn/M)

=
∑
d|M

∑
amod ∗d

(
1
M

∑
c∈KM

e(−ac/d)
)
e(an/d)

=
∑
d|M

∑
amod ∗d

( |KM |
M |Kd|

∑
c∈Kd

e(−ac/d)
)
e(an/d).

†We define also

ψ∗d(n) =
∑

amod ∗d

(
1
|Kd|

∑
c∈Kd

e(−ac/d)
)
e(an/d). (13.1)

∗In fact LogM =
P
n≤N+2 Λ(n) = ψ(N + 2), and this is the definition of the ψ-function that Riemann

was using! Notation ψ here has nothing to do with (13.1) or (3.3).
†We have used the Johnsen-Gallagher condition, see (Gallagher, 1974), (Selberg, 1976), (Ramaré &

Ruzsa, 2001) and (Ramaré, 2009).
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Notice here that
ψq(n) =

∑
d|q

ψ∗d(n) =
q

|Kq|11Kq(n) (13.2)

and this is what we shall call our local model. ∗ We can rewrite our Fourier decomposition
in a simpler manner:

11KM (n) =
|KM |
M

∑
d|M

ψ∗d(n). (13.3)

What can be done with such a writing? Since summation in d is too long, let us shorten
it and write

|KM |
M

∑
d≤D

ψ∗d(n).

This is also the best L2-approximation on the space of functions “that depend only their
argument modulo d for all d ≤ D”. We meet here one of the major difficulty of the
theory: We have to deal with this space of functions; it has a good algebraical structure
but where many geometrical concept have lost their meanings. Indeed, what is a point
here? Furthermore an additionnal difficulty comes from the fact that we project on a
space that is way smaller than the initial one.

Let us still try to continue. We first note that the function
∑

d≤D ψ
∗
d is constant over

KM , since each ψd shares this property. More precisely we can invert (13.2) in

ψ∗d(n) =
∑
q|d

µ(d/q)ψq(n) (13.4)

which is thus equal to

h(d) =
∑
q|d

µ(d/q)
|q|
|Kq| =

∏
pν‖d

( pν

|Kpν | −
pν−1

|Kpν−1 |
)
≥ 0. (13.5)

We define
G(D) =

∑
d≤D

h(d). (13.6)

The function
∑

d≤D ψ
∗
d/G(D) equals, over KM , to the characteristic function of KM †. We

do not have any control of its value outside this set. We use here to the same technique
that Selberg used, i.e. we consider

β(n) =
∣∣∣∑
d≤D

ψ∗d(n)/G(D)
∣∣∣2. (13.7)

∗See also (Kobayashi, 1973), (Jutila, 1977b), (Jutila, 1977a) and (Kowalski & Michel, 2002), as well
as (Motohashi, 1978) and (Bombieri, 1987/1974b).

†This only means it takes the constant value 1 on this set!
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This function is an upper bound of the characteristic function of KM . It turns out that
this is the same upper boud that arises from the Selberg sieve !∗ This approach is the one
developped in (Ramaré, 2009).

When we want to sieve the prime numbers, we check that (see (13.1) and (13.5))

ψ∗d(n) = µ(d)cd(n)/φ(d) and h(d) = µ2(d)/φ(d).

The function G from (13.6) is indeed the one that arose in (2.3).
Let us conclude this general presentation by a lemma.

Lemma 13.1. On writing

ψ∗d(n) =
∑

amod∗d

ψ̂(a/d)e(na/d), (13.8)

we have ∑
amod∗d

|ψ̂(a/d)|2 = h(d).

Proof. Indeed, we have

∑
amod∗d

|ψ̂(a/d)|2 =
∑

amod∗d

∣∣∣∣ 1
|Kd|

∑
c∈Kd

e(−ac/d)
∣∣∣∣2

=
1
|Kd|2

∑
c,c′∈Kd

∑
amod∗q

e(−a(c− c′)/d)

=
1
|Kd|2

∑
c,c′∈Kd

∑
q|d,
q|c−c′

qµ(d/q) =
1
|Kd|2 qµ(d/q)

∑
c,c′∈Kd,
c≡c′[q]

1

=
1
|Kd|2

∑
q|d

qµ(d/q)
∑
b∈Kq

( ∑
c∈Kd,
c≡b[q]

1
)2

=
1
|Kd|2

∑
q|d

qµ(d/q)
∑
b∈Kq

|Kd|2
|Kq|2 = h(d)

by using (10.8) for the Ramanujan sums.

13.2 Two inequalities involving local models

Here is the generalisation of (2.2) in this context.

Theorem 13.1. For any M ∈ R, we have∑
r≤R

h(r)−1
∣∣∣∑
n

unψ
∗
r (n+M)

∣∣∣2dt ≤∑
n

|un|2(N − 1 +R2).

∗The reader will find elements of this argument in the papers that show that the Selberg sieve is “dual”
to the large sieve (in a vague sense), and for instance in (Kobayashi, 1973).
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We should maybe add that the summation runs only over those r for which h(r) 6= 0.
Indeed, using (13.8) together with (13.1), we see that ψ∗r (n) = 0 when h(r) = 0. Let us
further add that this summation runs over squarefree integers when the implied compact
set is so.

Proof. We start from (13.1) (see also (Ramaré, 2009, (11.33))) :

ψ∗r (m) =
∑

amod∗r

ψ̂(a/r)e(ma/r),

and keep Lemma 13.1 in mind. There comes∣∣∣∑
n

unψ
∗
r (n+M)

∣∣∣2 =
∣∣∣ ∑
amod∗q

ψ̂(a/r)e(Ma/r)
∑
n

une(na/r)
∣∣∣2

≤ h(r)
∑

amod∗q

∣∣∣∑
n

une(na/r)
∣∣∣2

and we only have to use the large sieve inequality (Theorem 2.1).

This Theroem can be applied in the same way we used Theorem 2.2 to get a sieve∗.
Here is a hybrid version that we can get with the help of Theorem 2.5 :

Theorem 13.2. For every M ∈ R and every T ≥ π, we have

∑
r≤R

h(r)−1

∫ T

−T

∣∣∣∑
n≤N

unn
itψ∗r (n+M)

∣∣∣2dt ≤ 500
∑
n≤N
|un|2(N +R2T ).

∗We recover here the bound given by Montgomery sievem with a presentation which is very similar,
though simplified, to (Motohashi, 1983, Theorem 3).
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Chapter 14

Sieving multiplicative functions

We have seen in the first section how the notion of local model led to sieve results. One of
the fundamental equation is (13.1). We have then exploited the local model corresponding
the prime numbers (i.e. up to some factor, the Ramanujan sum) and the main lemma is
Lemm 10.1. This one relies on expression (10.8). The question now arises to know id and
how we could generalize the method to every local models. As it turns out, equation (10.8)
is extremely linked with the primes and has no counterpart at the level of general local
models.∗

Let us analyse our use of local models:

1. We require to have a function of the shape 11 ? λ to have some equivalent of (10.8).
The lemma in question has its equivalent (Kowalski & Michel, 2002, Lemma 16).
The latter relies on the multiplicativity of their notion of pseudo-characters.

2. We need a large sieve kind of inequality, like Theorem 13.1 where the special shape
of the pseudo-characters we are interested in in this time (13.8). This is (Kowalski &
Michel, 2002, Proposition 13) where the authors do not rely on some more powerful
inequality, like (Duke & Kowalski, 2000, Theorem 4), but establish directly a kind
of quasi-orthogonality for the functions they consider. These two proofs use some
(modified) Rankin-Selberg convolution products. As a matter of fact (Motohashi,
1978, Lemma 2) also avoids a writing of the shape (13.8).

3. We need an equivalent of Theorem 6.1 ; But this does not depend on pseudo-
characters but on Barban & Vehov’s weights, and (Kowalski & Michel, 2002, Lemma
15) is the variant that is required.

So, how are we going to generalize our proof? We look at sums of the type
∑

p≤N f(p) for
a non-negative function f . We can extend it by multiplicativity. Motohashi uses such a
generalization to show the Gallagher prime number Theorem from (Gallagher, 1970) (see
also Theorem 11.2) in case there is an exceptional character. He builds his generalization

∗Here is a note for the reqders that have also read(Ramaré, 2009). Generalization of (10.8) is (Ramaré,
2009, (11.14)). The condition on n is thus n ∈ L`, which reduces to a single divisibility condition modulo `
only in the case of U .
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of the pseudo-characters on a minimisation problem and we show in this chapter how to
build these as local models, that is to say that we do not try to minimize the functional∑

n≤N
f(n)

(∑
d|n

λd
)2

but strive to approximate∗ p 7→ f(p) by a function that looks like it “locally”. We will
reach the same result.

14.1 The hypothesis on f and some consequences

We start with a non-negative multiplicative function f , and we follow closely (Motohashi,
1978) and (Motohashi, 1983) concerning the hypothesis that we make on this function.
The reader should keep in the mind the example f(n) = 1! We define

Fp =
∑
ν≥0

f(pν)/pν

and we of course assume that this series converges. Note that Fp = p/(p− 1) when f = 1.

(C1) f is a non-negative multiplicative function such that f(n)�ε n
ε for all ε > 0.

(C2) There exist two constants A > 0 and α ≥ 1 such that Fp−1 ≥ A/pα for every prime
number p.

(C3) There exist constants β ≥ 0, γ ∈ [0, 1], F > 0 and C ′ ≥ 1 such that, for every y ≥ 1
and every (non-necessarily primitive) Dirichlet character χ modulo q, we have∑

n≤y
χ(n)f(n) = δχ=χ0FK(q)y +O∗(C ′qβyγ)

where
K(q) =

∏
p|q

F−1
p . (14.1)

Note that when f = 1, we have K(q) = φ(q)/q since Fp = p/(p− 1).

A first consequence of these hypotheses is that∑
n≤y,
n≡a[q]

f(n) = F
K(q)
φ(q)

y +O∗(C ′qβyγ) (14.2)

as soon as a is prime† to q. Some more work‡ gives us the following estimate, valid for
squarefree q, d a divisor of q and any a prime to q :∑

n≤y,
n≡ad[q]

f(n) =
Fy

φ(q/d)

∏
p|d,
p-q

F−1
p

∏
p|q

(1− F−1
p )(1 + o(1)).

∗We will only be able to majorize.
†Simply by writing 11n≡a[q] =

P
bmod∗q χ(a)χ(n)/φ(q).

‡The reader will find most of it in (Motohashi, 1978) and (Motohashi, 1983).
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We continue our definitions and set as in (Motohashi, 1983)∗,

g(r) =
∏
p|r

(Fp − 1)−1, (14.3)

so that we may write the preceding estimate in a somewhat more compact form∑
n≤y,
n≡ad[q]

f(n) = Fy
K(d)

g(d)φ(q/d)
(1 + o(1)). (14.4)

Note that, since q is squarefree, we have here φ(q/d) = φ(q)/φ(d). In case f = 1, the
function g is the Euler φ function.

14.2 The local scalar products

Let us start as in chapter 13 by selecting a multiplicatively large modulus M , say

M = lcm(r, r ≤ R).

We look at the sequence (f(n))n≤N from which we want to extract the (f(p))p≤N . When
compared to what we presented in chapter 13, the present situation is a weighted counter-
part. This seemingly minor modification has however fairly important consequences and
forces us to look at was being done until now with more depth.

The scalar product on sequences

This scalar product is simply

(h1, h2) 7→ (1/N)
∑
n≤N

f(n)h1(n)h2(n).

The scalar product modulo q

We want to define a local† scalar product that would be the “natural” counterpart of the
one on sequences. The initial candidate is

(h1, h2) 7→
∑

amod q

(1/N)
∑
n≤N,
n≡a[q]

f(n)h1(a)h2(a)

where, this time, the functions h1 are h2 are being defined on Z/qZ. By (14.4), the
following expression is a approximation (up to the factor F ) to the summation over n in
the above, with d = (a, q):

W (q; d) = K(q)/
(
g(d)φ(q/d)

)
. (14.5)

∗Careful!! The function g(r) of (Motohashi, 1978, bottom of page 167) is here 1/g(r)!
†That is to say “modulo q”.
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Hence, we define
[h1|h2]q =

∑
d|q

W (q; d)
∑

amod q,
(a,q)=d

h1(a)h2(a) (14.6)

and have now the quadratic space (F(Z/qZ), [·|·]q) at our disposal. We of course check
that ∑

d|q

W (q; d)φ(q/d) = 1 (14.7)

which says that the norm of the function 11 remains 1 on all these spaces. Notice further-
more that these weights are multiplicative i.e. that they verify

W (q; d) =
∏
pν‖q

W (pν ; (pν , d)).

In case f = 1, we have W (q; d) = 1/q.

Comparing different local products

Let us compare the quadratic spaces (F(Z/dZ), [·|·]d) and (F(Z/qZ), [·|·]q) when d|q. The
lift is the first mapping that comes to mind and is indeed the first to be considered:

Lq̃
d̃
h : x ∈ Z/qZ 7→ h(x mod d). (14.8)

Its adjoined Jqd is defined by
[h|Lq̃

d̃
g]q = [J q̃

d̃
h|g]d. (14.9)

It is here easier to use the notation W̃ (q; a) = W (q, (a, q)). We get

∑
amod q

W̃ (q; a)h(a)g(a mod d) =
∑

bmod d

W̃ (d; b)
∑

amod q,
a≡b[d]

W̃ (q; a)
W̃ (d; b)

h(a)g(b)

which gives us

J q̃
d̃
h(b) =

∑
amod q,
a≡b[d]

W̃ (q; a)
W̃ (d; b)

h(a). (14.10)

What about Jqd11Uq? We have

J q̃
d̃
11Uq(b) =

∑
amod ∗q,
a≡b[d]

W̃ (q; a)
W̃ (d; b)

= 11(b,d)=1
φ(q)
φ(d)

W (q; 1)
W (d; 1)

hence, finally,

J q̃
d̃
11Uq =

φ(q)
φ(d)

W (q; 1)
W (d; 1)

11Ud . (14.11)
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Lemma 14.1. When d|q, we have J q̃
d̃
Ld̃q̃ = Id.

This Lemma is very important, because it is the one that tells us that, if h1 are h2 are
orthogonal modulo d, then their lift modulo q stays so. Indeed[

Ld̃q̃h1|Ld̃q̃h2

]
q

=
[
J q̃
d̃
Ld̃q̃h1|h2

]
d

=
[
h1|h2

]
d
.

This proof even shows that the lift of F(Z/dZ) modulo q equipped with [|]q is isomorphic
asa quadratic space to (F(Z/dZ), [·|·]d).

Proof. We look at (14.10) and see that we only have to show that∑
amod q,
a≡b[d]

W̃ (q; a) = W̃ (d; b)

which is obvious if one remembers that

W̃ (q; a) = lim
N→infty

∑
n≤N,
n≡a[q]

f(n).

It is also readily verified from the formal definition of W (q; d).

14.3 An orthogonal basis

Let us start by looking at what happens modulo a prime moduli p. We have the function
11 that comes from Z/Z and which we lift to Z/pZ. We can then choose, when a is co-
prime to q, an orthonormal family (γ(p; a))amod ∗p in (F(Z/pZ), [·|·]p) which is furthermore
orthogonal to 11. And then further the construction by multiplicativity (γ(q; a))amod ∗q.

Such a general way of doing is absolutely alright, and may even shed some light on
what is going on, but we shall require later a basis having a very explicit form.

Here is the basis we choose:

{11} ∪ {χ]p} ∪ {χ mod p, χ primitive} (14.12)

where
χ]d =

∏
p|d

(11−K(p)−1χ0,p) (14.13)

and χ0,p is the principal character modulo p. In (14.15), we should understand 11 as L1
p̃11

since it is the function over Z/pZ that we consider and not the function over Z/Z.

Lemma 14.2. The basis given by (14.15) is orthogonal for the scalar product defined
in (14.6).
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Proof. Indeed, the fact that

{11} ∪ {χ mod p, χ primitive} (14.14)

is an orthogonal system is clear. It however contains only 1 + p − 2 = p − 1 functions
and one is missing to form a complete system. The culprit is the principal character χ0,p

which is orthogonal to each χ when χ is primitive modulo p, but not to 11. So we first
look at g = χ0,p − (p−1)W (p;1)

W (p;p) 11p|n which has all the good properties, save that we prefer
another expression! We modify it as follows

g = χ0,p − (p− 1)W (p; 1)
W (p; p)

(11− χ0,p) = −(p− 1)W (p; 1)
W (p; p)

(
11−

(
1 +

W (p; p)
(p− 1)W (p; 1)

)
χ0,p

)
.

We remark then that

1 +
W (p; p)

(p− 1)W (p; 1)
= 1 +

1− F−1
p

F−1
p

= Fp = K(p)−1

and thus we may replace g by χ]p.

Building a basis modulo higher powers of p is easy by Lemma 14.1. Modulo p2, we
take

{11} ∪ {χ]p} ∪ {χ mod p, χ primitive} ∪ {χ mod p2, χ primitive} (14.15)

and continue like that for higher powers.
From there onwards, it is easy to build a basis modulo q by mutiplicativity:⋃

t|q,
µ2(t)=1

⋃
f|d,

(f,t)=1

{
χ]tχ, χ primitive modulo f

}
(14.16)

This basis splits according to tf and each subspace generated by⋃
s|tf,

µ2(s)=1,
(s,tf/s)=1

{
χ]sχ, χ primitive modulo tf/s

}

is in fact an adapted space of primitive functions modulo tf. Note here the following
expression for χ]t(n):

χ]t(n) =
∑
`|t

µ(`)K(`)−1χ0,`(n) (14.17)

Note further that, with d = tf,

[χ]tχ|χ]tχ]d =
∏
p|f

(p− 1)W (p; 1)
∏
p|t

((p− 1)W (p; 1)(1−K(p)−1)2 +W (p; p))

=
∏
p|f

F−1
p

∏
p|t

(F−1
p (1− Fp)2 + 1− F−1

p )

=
∏
p|f

F−1
p

∏
p|t

(Fp − 1) = K(f)/g(t).
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14.4 The local models

Let us select a multiplicatively large modulus M and consider the decomposition of 11UM
in a the basis we have exhibited. We proceed in two steps. First we find the orthornormal
projection of 11UM on each primitive space and then express this projection in terms of our
orthogonal basis. We can reduce the work to a minimum by exhibiting the good candidate:

ϑd(n) =
∏
p|d

(Fp − 1)
∏
p|d,
p|n

(1− Fp)−1 = µ((d, n))
g((d, n))
g(d)

. (14.18)

This expression is, upto a multiplicative factor that depends only on d the same as (Mo-
tohashi, 1983, (1.4.10))∗ When f = 1, the function g(d)ϑd is simply the Ramanujan sum
modulo d.

Lemma 14.3. We have
11UM = K(M)

∑
d|M

ϑd(n).

Proof. By multiplicativity, the RHS is simply

K(M)
∏
p|M

(
1 + µ((p, n))

g((p, n))
g(p)

)
=

{
0 when ∃p|M/p|n,
K(p)

(
1 + g(p)−1

)
= 1 otherwise.

as required.

A more conceptual proof. We have exhibited the function ϑd, and we show here how we
have found it. Write

11UM =
∑
q|M

∑
amod∗q

[11UM |γ(q; a)]Mγ(q; a).

Firts note that, via (14.11),

[11UM |γ(q; a)]M = [JMq 11UM |γ(q; a)]q =
φ(M)
φ(q)

W (M ; 1)
W (q; 1)

[11Uq |γ(q; a)]q.

We thus want to define

ϑq =
1

φ(q)W (q; 1)

∑
amod∗q

[11Uq |γ(q; a)]qγ(q; a).

We remark at this level that∑
d|q

ϑdφ(q)W (q; 1) =
∑
d|q

∑
amod∗d

φ(q)
φ(d)

W (q; 1)
W (d; 1)

[11Ud |γ(d; a)]dγ(d; a)

=
∑
d|q

∑
amod∗d

[11Uq |γ(d; a)]qγ(d; a) = 11Uq

∗The pseudo-character Motohashi considers is g(d)ϑd. It is also the expression found in (Motohashi,
1978, top of page 168) but the g used there is the inverse of ours, as already mentionned.
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so that, by using a Moebius inversion, we reach

ϑd =
∑
q|d

µ(d/q)
11Uq

φ(q)W (q; 1)
.

We infer from the above that

ϑd(n) =
∑
q|d,

(n,q)=1

µ(d/q)
φ(q)W (q; 1)

=
∑
q|d

∑
δ|q,
δ|n

µ(δ)
µ(d/q)

φ(q)W (q; 1)

=
∑
δ|d,
δ|n

µ(δ)
∑
δ|q|d

µ(d/q)
φ(q)W (q; 1)

=
∑
δ|d,
δ|n

µ(δ)
φ(δ)W (δ; 1)

∏
p|d/δ

(
−1 +

1
φ(p)W (p; 1)

)

= µ(d)
∏
p|d

(
1− 1

φ(p)W (p; 1)

)∑
δ|d,
δ|n

µ(δ)
∏
p|δ

1
1− φ(p)W (p; 1)

.

All that simplifies into

ϑd(n) = µ(d)
∏
p|d

(1− (φ(p)W (p; 1))−1)
∏
p|d,
p|n

φ(p)W (p; 1)
φ(p)W (p; 1)− 1

.

On using W (p; 1) = K(p)/φ(p) = F−1
p /φ(p) (see (14.5)), we get the announced expression.

Expressing the local model in terms of our chosen orthogonal basis

We need to express our local model in terms of the basis we have exhibited. We again
give two proofs.

Lemma 14.4. We have ϑd = µ(d)χ]d.

Proof. Just note that

ϑp(n) =

{
Fp − 1 when (n, p) = 1,
−1 when p|n, χ]p(n) =

{
1− Fp when (n, p) = 1,
1 when p|n.

which proves our assertion when d is a prime number. We conclude by multiplicativity.

A more conceptual proof. Let us write

ϑd =
∑
f|d

∑
χmod∗f

[ϑd|χ]d/fχ]d

[χ]d/fχ|χ]d/fχ]d
χ]d/fχ.
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We should compute [ϑd|χ]d/fχ]d. We proceed by multiplicativity. There comes

[ϑd|χ]d/fχ]d =
∏
p|f

[ϑp|χ]p
∏
p|d/f

[ϑp|χ]p]p.

We check that the scalar product [ϑp|χ]p simply vanished! Which means that only f = 1
contributes, i.e. that ϑd is colinear to χ]d. Moreover

[ϑp|χ]p]p = (1−K(p)−1)(Fp − 1)W (p; 1)(p− 1)−W (p; p)

= −(Fp − 1)2F−1
p − (Fp − 1)F−1

p = 1− Fp

and, since [χ]d|χ]d]d = 1/g(d), we get the lemma.

14.5 A large sieve inequality adapted to f

We want to majorize∑
tf≤D,
(t,f)=1

µ2(t)
∑

χmod∗f

∣∣∣ ∑
N0<n≤N0+N

f(n)unχ(n)χ]t(n)
∣∣∣2/‖χχ]t‖2d

in terms of
∑

M<n≤M+N f(n)|un|2. In order to do so, we use a Lemma due to Selberg
(see (Bombieri, 1987/1974a, Lemma 1.1)∗). The reader will find trouvera des precursory
results in (Rényi, 1959). Let us mention here that χχ]d/f is seen in the numerator as a
function over Z and in the denominator as a function over Z/dZ.

Lemma 14.5. In any prehilbertian space, we have∑
i

M−1
i |[h|ϕi]|2 ≤ ‖h‖2

with Mi =
∑

j |[ϕi|ϕj ]|.

We apply this lemma to the family (χχ]t). We have to evaluate

M(χχ]t) =
∑

g,t′≤D,
(g,t′)=1

µ2(t′)
∑

ψmod∗g

∣∣∣ ∑
N0<n≤N0+N

f(n)χ(n)χ]s(n)ψ(n)χ]t(n)
∣∣∣.

This evaluation relies on a preliminary computation of

S =
∑

N0<n≤N0+N

f(n)χ(n)χ]t(n)ψ(n)χ]t′(n).

∗See also (Bombieri, 1971) and (Ramaré, 2009, Lemma 1.2).
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We can write the product χψ as θχ0,[g,f]/h where θ is a primitive character modulo h and
([g, f]/h, h) = 1. We use (14.17) to get∗

S =
∑
r|t

µ(r)K(r)−1
∑
s|t′

µ(s)K(s)−1
∑

N0<n≤N0+N

f(n)θ(n)χ0,rs[g,f]/h(n).

Hypothesis (C3) applies and gives us

S =
∑
r|t

µ(r)K(r)−1
∑
s|t′

µ(s)K(s)−1
(
δh=1FNK([r, s, [f, g]/h]) +O∗(C ′[r, s, [f, g]/h]β(N0 +N)γ)

)
= FNδh=1

∑
r|t

µ(r)K(r)−1
∑
s|t′

µ(s)K(s)−1K([r, s, [f, g]/h])

+O∗(C ′∑
r|t

K(r)−1(rf)β
∑
s|t′

K(s)−1(sg)β(N0 +N)γ
)
.

What about the main term? It vanishes when h 6= 1, i.e. when χ 6= ψ, which implies that
f = g. Moreover, when f = g and h = 1,∑

r|t

µ(r)
∑
s|t′

µ(s)
K([r, s, f])
K(r)K(s)

= K(f)
∑
r|t

µ(r)
∑
s|t′

µ(s)
K([r, s])
K(r)K(s)

= K(f)
∑
r|t

µ(r)
∑
s|t′

µ(s)K((r, s))−1.

We readily check that this expression vanishes as soon as† t 6= t′. Moreover, when t = t′

we have

K(f)
∑
r|t

µ(r)
∑
s|t

µ(s)
K([r, s])
K(r)K(s)

= K(f)
∏
p|t

(
1− 1− 1 +

1
K(p)

)
= K(f)

∏
p|t

(Fp − 1) = ‖χχ]t‖2tf.

We let the reader meditate on this equality which shows how and why we have selected
our local scalar products. Notice that this norm is at least O(D−α) by (C2). Let us now
turn our attention to the error term. It is at most (N0 +N)γ times

C ′
∑
r|t

K(r)−1(rf)β
∑
t′

∑
g/(g,t′)=1,

gt′≤D

φ(g)
∑
s|t′

K(s)−1(sg)β

≤ C ′
∑
r|t

K(r)−1(tf)β
∑
g≤D

∑
s≤D/g

φ(g)K(s)−1(sg)β
D

sg

�ε (tf)ε+β
∑
g≤D

D1+β �ε (tf)ε+βD2+β �ε D
2+2β+ε

∗We have to note that χ0,` depends only, as a function over Z, on the prime factors that divide `. In
particular here, χ0,[r,s] = χ0,rχ0,s.

†Remember that they are both squarefree; them being distinct means that there exists a prime that
divides one and not the other one.
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for every ε > 0. Consequently

M(χχ]t) = ‖χχ]t‖2d
(
FN +Oε(D2+2β+α+ε(N0 +N)γ)

)
.

We have reached∑
t≤D

µ2(t)
∑

f≤D/t,
(f,t)=1

∑
χmod∗f

∣∣∣ ∑
N0<n≤N0+N

f(n)unχ(n)χ]t(n)
∣∣∣2/‖χχ]t‖2d

≤
∑
n

f(n)|un|2
(
FN +Oε(D2+2β+α+ε(N0 +N)γ)

)
.

We finally note that ‖χχ]t‖2d = K(f)/g(t) and χ]t(n) = µ(t)ϑt(n). Here is the result we
have established:

Theorem 14.1.

∑
t≤D

∑
f≤D/t,
(f,t)=1

µ2(t)
K(f)g(t)

∣∣∣ ∑
N0<n≤N0+N

f(n)unχ(n)g(t)ϑt(n)
∣∣∣2

≤
∑
n

f(n)|un|2
(
FN +Oε(D2+2β+α+ε(N0 +N)γ)

)
.

It is essentially (Motohashi, 1978, Lemma 2) or (Motohashi, 1983, Theorem 5). Once
this result is established, we can easily get a hybrid form by using Theorem 2.4 as in the
proof of Theorem 2.5.
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Chapter 15

While reading Motohashi...

Remarks

1. Comparing (Ramaré, 2009, (11.30)) (recall last equation of (Ramaré, 2009, (11.5)))
with (Motohashi, 1978, 4) hints at

φr∗ = h(r)ψr (15.1)

(and ψr will be called Ψr later in this paper, when corresponding to a multiplicative
function).

2. Careful!! The function g(r) of (Motohashi, 1978, bottom of page 167) is here 1/g(r)
according to the notations of (Motohashi, 1983)! We follow (Motohashi, 1983).
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Notations

Notations used throughout these notes are standard ... in one way or the other! Here is a
guideline:

— e(y) = exp(2iπy).

— The use of the letter p for a variable always implies this variable is a prime number.

— [d, d′] stands for the lcm and (d, d′) for the gcd of d and d′.

— |A| stands for the cardinality of the set A while 11A stands for its characteristic
function.

— q‖d means that q divides d in such a way that q and d/q are coprime. In words we
shall say that q divides d exactly.

— The squarefree kernel of the integer d =
∏
i p
αi
i is

∏
i pi, the product of all prime

factors of d.

— ω(d) is the number of prime factors of d, counted without multiplicity.

— φ(d) is the Euler totient, i.e. the cardinality of the multiplicative group of Z/dZ.

— τ(d) is the number of positive divisors of d.

— τk(d) is the number of k-tuples of (positive) integers (d1, · · · , dk) such that d1 · · · dk =
d, so that τ2 = τ .

— µ(d) is the Moebius function, that is 0 when d is divisible by a square > 1 and
otherwise (−1)r otherwise, where r is the number of prime factors of d.

— cq(n) is the Ramanujan sum. It is the sum of e(an/q) over all a modulo q that are
prime to q.

— Λ(n) is van Mangoldt function: which is Log p is n is a power of the prime p and 0
otherwise.

— The notation f = OA(g) means that there exists a constant B such that |f | ≤ Bg
but that this constant may depend on A. When we put in several parameters as
subscripts, it simply means the implied constant depends on all of them.
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— The notation f = O∗(g) means that |f | ≤ g, that is a O-like notation, but with an
implied constant equal to 1.

— The notation f ? g denotes the arithmetic convolution of f and g, that is to say the
function h on positive integers such that h(d) =

∑
q|d f(q)g(d/q). exists for every

real number x.

— U is the compact set (Ud)d where, for each d, Ud is the set of invertible elements
modulo d.

— The letter ψ is used in two different context: either to denote the summatory function
of the van Mangoldt function, that is to say ψ(x) =

∑
n≤x Λ(n), with the variation

ψ(x, χ) =
∑

n≤x χ(n)Λ(n). Or for local model as in chapter 13, see (13.1) and (3.3).

— We used the Chebyshev functions ϑ and ψ as well as their variations ϑ(x;χ), ϑ(x; q, a),
ψ(x, χ) and ψ(x; q, a). See chapter 11 for details.

— 11 denotes a characteristic function in one way or another. For instance, 11Kd is 1 if
n ∈ Kd and 0 otherwise, but we could also write it as 11n∈Kd , closer to what is often
called the Dirac δ-symbol. We also use 11(n,d)=1 and 11q=q′ .
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